Case 1. Energy consumption and price forecasting, 1-day ahead hourly

The components of multivariate time series with periodicity A

Time series: Periodicity:
> energy price, > (()tne year ieasons
: emperature,
» consumption, daytifne)
» daytime, '
> one week,

> temperature,

i » one day (working \ / \:! & /
> humiait Y S Gy
Y day, week-end), AT

> a holid P, 18 S
° et St VA, B

» holiday schedule. /) >4 i W‘§
"’ >

» wind force,

» aperiodic events.




Energy consumption one-week forecast for each hour
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The autoregressive matrix, five weeks
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The autoregressive matrix and the linear model
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In terms of linear regression:
X, w) = Xw,
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The one-day forecast: expected error is 3.1% working day, 3.7% week-end
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The model y = f(X,w) could be a linear model, neural network, deep NN, SVN, ...
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The model performance criteria and forecast errors

Stability:
» the error does not change significantly following small changes in time series,
> the distribution of the model parameters does not change.
Complexity:
» the number of parameters (elements in superposition) is minimal,
» the minimum description length principle holds the William Ockham'’s rule.
Error: the residue ¢; = y; — y; for

» mean absolute error and (symmetric) mean absolute percent error
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