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The purpose.

To develop a mathematical model for revelation and classification of syntactic relations
on the set of semantic equivalent phrases concerning the problem of rise of syntactic
analysis’s accuracy for given Natural Language (NL).

Research tasks.

1) Development of conceptual model for semantic clustering of NL-texts on the basis
of output of syntactic analysis.

2) Determination of problem area of NL-texts’s semantic equivalence’s establishment.

3) Development of mathematical model for revelation of laws of wordforms’s linear
coexistence.

4) Elaboration of advices for qualitative analysis of models of morphology and syntax
for the tasks of processing Natural Language texts.



Semantic clustering on the basis of output of text’s syntactic analysis:
problem statement.

It is given :

A set GG of analyzed texts of the given Natural Language.
It is required :

1) On the basis of output of syntactic analysis for each T; € G to reveal:

- a set V(T;) of situations described by Tj;
- aset M(T;) of objects and/or concepts which are significant in situations from V ('T;);

- a ternary relation I € G x M x V. which puts in conformity to each m € M,
M = |J, M(T;) some situation v € V, V = |J,V(7;), in which the considered

object (or concept) appears concerning the given text T;.

2) On the basis of the found relation I to reveal in G groups of texts, similar on
occurrence of objects in the same situations.



Noun’s syntactic context as the basis of forming text’s attributes.

Definition 1. As a noun’s syntactic conteat let’s consider the sequence of submatted words

Ski = {v1, ... s Un (ki) My }-
Here :

-v1 18 a predicate word which designates some situation. This word is a verb or
derivative noun from a verb;

-my; 1S a noun and designates some concept which s significant in vy,

-k is an ID number of sequence among revealed from T;;

-n(k,1) is a quantity of submitted nouns in sequence {Va, ..., Vp(ki)s Mk} -

Furthermore, for all {v;, vi41} C Sk there is a syntactic relation R:

U[qul_|_1, ce ;Un(k,i)qukia

where ¢ is a type of relation. It can be determined by the case of dependent word and
by preposition, which connects the syntactically main and dependent word.

Transitivity of R, allows to assert that every noun from {va, ..., vy.), i}
designates some object (or concept) which is significant in v. Thus ¢ defines the role
of this object concerning vy.



The Formal Concept Analysis and conceptual clustering.

Let’s consider the set GG of analyzed texts as a set of formal objects. Thus the set M of
objects (or concepts) appearing in texts from G is a set of formal attributes. The set V
of situations in which these objects (or concepts) appear is a set of formal attributes’s
values.

To the relation I C G x M x V the formal context
= (G,M,V,I)

is put in conformity.

Definition 2. A Formal Concept (FC) is called a pair (A,B): A C G, BC M xV,
A=B'" B=A where

A'={(m,v): m e M, UEV‘VTEAm ) =wv},
B'={T;€ G|V (m,v) € B: m(T; —v}

Definition 3. A F'C (Ay, By) is called a subconcept for the FC (As, Bs), if Ay C As, and

By C By : (Ay, By) < (Ag, By). Thus (As, Bs) is a superconcept for the FC (A1, By),
and relation < 1s an order relation for FCs.

Definition 4. A set R(G, M, V., I) of all FCs for K together with the relation < is called
the Formal Concept Lattice.

Remark. Fach word in M is represented together with the preposition connecting it with
the syntactically main word.



Syntactic relations concerning the situation of Natural Language usage.
Definition 5. A situation of Natural Language (NL) usage is the description of human’s
social experience by means of this NL.

Formally the language context accumulated by some such situation can be represented
by a triple:
S=(0,R,T),
where O 1s a set of objects which participated in S, R is a set of relations between
objects o € O, T s a set of description forms for S in the given.

Let’s assume that T is a set of NL-phrases from initial set G and each of them
describes one situation of reality (relative to the language context of S).

According to arbitrariness of R, let’s assume that it consists of submission relations
within the frameworks of noun’s syntactic conteat.

So all NL-phrases from 1" are strictly synonymic and
0= J{Mm@yuvm}.
T;eT
Here V(T;) and M(T;) are contain, accordingly, verbal designations for S and
for objects (or concepts) which are associated with the situation S.

According to the definition, S is the full and independent context description.
So we have a problem:

Problem 1. On the basis of NL-phrases from T it’s necessary to form R by consideration
the relations between o € O as attributes of them relative to S.

3]



Syntagmatic dependences as a basis of revealing syntactic relations.

Let T is a set of phrases of given Natural Language (NL) which describe some
situation S. Let’s consider T; € T' as a set of symbols.

For each T; € T is true:
T, =Tf VT,

where TC is a common invariant part for all T; € T, T is an inflectional part.
Let W;; is the alphabetic structure of word, 7 is its ID number in NL-phrase.

Then
Wi = WS UWl,
where WC C T¢ is the invariant part and WF C TF is the inflectional part of word’s

alphabetlc structure. By means of T the syntagmatlc dependences are expressed.

Definition 6. Syntagmatic dependences define linear coexistence of wordforms and are
set by syntactic relations.

So, by pairwise comparison of Wj; from different 7; it is required to find:

1) WS and W for each Wj; when ‘W/g‘ — max;

2) The syntactic relation R, which defines combination admissibility for the inflections
having alphabetic structures VVZ{; and WE k£ 5.



Linear structure’s model for Natural Language phrase.

Let T' is a set of synonymic phrases and J is an index set for invariant parts of all
words used in all phrases from T'.

Definition 7. Let L is the ordered set of indexes 3 € J of invariant parts of words
presented in T; € T'. We say that L 1s the linear structure’s model for T;.

Let h(j, L(T;)) is a position of index j in the given model L(T}).
Then the set of links relative to L(T;) can be defined as

DT — { (h(G LIT)), h(k, L(T)) ) : 5 # kY.
Definition 8. A link
dyi = (h(G, L), h(k. L(T)))
is acceptable for the model L(T;) if 3{T;, T,,} C T, 1 # m, and both L(T;) and L(T,,)
contain either {j,k} or{k,j} as a subsequence.
Let’s assume, that for every T; € T  all d,; € D(T;) are satisfy the Definition 8.

Definition 9. It is considered that model L(T;) is projective relative to the set of syntactic
relations for 1" if

., where

|D(T;)|
> Ay < |L(T)
qg=1

Ay = |G, L(T3)) — h(k, L(T;))]



Classifying syntactic relations on the basis of syntagmas graph.
Let |, D(T;) is the set of links acceptable for all linear structures’s models L(7T;) of
synonymic phrases 7; describing some situation.

Let’s assume also that models are defined on some index set J. At acceptability of
the link for {j, k} C J the pair (j, k) corresponds to the single syntagma.

Definition 10. A set of pairs (j, k), grouped by some index k common for them, is an
element of the set V' of nodes of graph (V7/,17) of syntagmas. Some sets By and
Ey which are members of V' will be connect by an edge from I7 if 3 {j,k,m} C J:
(7,k) € Eq, (k,m) € Ey and j # m.

Let

G" = {fz’j3 Jij=0© (sz)} ; I" = {(fij, fir): s(g, k) = true, {7,k} C J}.

Here ® is the operation of concatenation sequentially implemented with a symbols of
word’s inflectional part. A relation s can be recursively defined on the basis of (V7/, I7):
1) s(j1, J1) = true;

2) s(j1,J2) = true in one of two following cases:

— JE; € V7 (41, 42) € Ey and 3 j3 € J for which s(jo, j3) = true;

— 4 (El,Eg) € I’ such that 33 € J and for this index we have (71,73) € En,

(73, 72) € Ey and s(js, jo) = true.

To the relation I we can put in conformity a formal context:

Kt = (GF,MF,IF),Where ME=GFt

Let’s name a context K as the formal context of inflectional compatibility.



Splintered Predicative Values.

Let S7 and Sy are the sets of sequences of submitted words where each sequence is a
syntactic context of some noun.

Let’s enter into consideration the following functions: prep, which puts in conformity
for each word a preposition for link with a dependent word; case relating the case
symbol to a noun; norm setting the conformity between a word and its initial form.

Definition 11. A pair {S1,S2} describes the Splintered Predicative Value (SPV) or

conversive if for V.Sy € S1 can be find Sjp € S2 such that the following cases of
mutual conformity Si and Sjo are possible.

Case (1).
Skl = {Uipvkzavk& e ,Ukn(k;,l),’mm} and sz = {/Uélavl:ﬁa Uk3s « + + 5 Ukn(k,1)> mm} :
Here norm(vi;) = norm(vs,) and norm(vye) = norm(v,,).
In general case prep(vy;) # prep(v),) and case(vye) # case(v),).

Case (2).

Sk1 = {011,?)1270/@2, Uk3s + -« s Ukn(k,1)> mm} and Sjp = {%1,@/@2,?)/@37 . ,vkn(k,l),mkl} :

Here norm(vye) = norm(v,,) and case(vye) # case(v;,) (in general case).
[t is necessary that:

- For Sjo 35), € S1, Si4 # Sk : {5}, Sj2} satisfies the requirement of Case 1.
- For Sg1 3Sjy € S, Sy # Sj2 : {Sk1, Sp} also satisfies the requirement of Case 1.

Thus SPV is a pair {v11, v12}, where v1; = norm(vy;) and vis = norm(vy,).



Revealing of inflections for words within Splintered Predicative Values.

Let Wi; C T; is the alphabetic structure of word, where T; is the set of symbols of

some NL-phrase. Then W,f is the alphabetic structure of word, invariant part of which
cannot be found in all NL-phrases of the given synonymic set.

Let’s consider
T = {wij: wij = (W)}
Let’s also assume that 3TF C T; which defines a sequence

PZQ: {uk: uk:@(Wk{D), UWI{{D:EP}
k

Lemma 1. A sequence PS contains predicate word if
= {ja 07 k} C L<7—;) {wij> Ugy ey Up, wik} C T;@7
where {uy, ..., uy} = P® and p = ‘PZ-@‘.
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Let T" is a set of synonymic NL-phrases.
Lemma 2. A word w, € P is a member of Splintered Predicative Value (SPV)

(4

if 3T € T2 L(Ty) # L(T;) and uy, € P}, where Py also satisfies Lemma 1.
Here BTy € T for which PP C P?, L(Ty) # L(T;) and L(Ty) # L(T;).
Let P is a sequence of words, each of which satisfies the condition of Lemma 2.

Theorem 1. For forming a formal context of inflectional compatibility at SPV’s or
conversive’s presence it is necessary and enough to find the set T C T':

T'={T;: |P*'| — max}.
10



A formal context of inflectional compatibility at SPV’s presence.

Let (V7 I7) is a graph of syntagmas and .J is an index set on which the linear
structures’s models L(T;) for synonymic phrases from T are defined. Let’s consider

Il ={(,k):3E€V’ (j,k) € E}.

By means of I{ an objects and attributes in formal context of inflectional compatibility
are related. Let’s name a structure (Vf] I ) as the precedent tree for T', where V) = J.

Let P is a sequence of words, each of which satisfies the condition of Lemma 2
and T" C T satisfies the condition of Theorem 1.

For Vuy, € U, P?', where T; € T’, its invariant and inflectional parts are formed
by a comparison of alphabetic structure of uy with each u; € |J, P7: T, € (T'\ T").
Here V P? contains a words for which an invariant part was not found initially.

Here for alphabetic structure of words it is necessary, that
2[Wir| > Wit + [wf

where by means of C' and F' an invariant and inflectional parts of word are designated.

)

A tree (Vl‘] W ) can be transformed as follows:

- Root changes from k = 0 to the value of k for u, € P with a maximal occurrence
in different NL-phrases from T;
- Right subtree re-hangs to the node j for u; € P with least occurrence;
-In a pair {u;,u,} C P a child node corresponds to the word with a lesser
occurrence.
11



Experimental approbation : initial data.

Test question (in Russian):
«KaKOBbI HelraTUuBHBIE HOCHG,ILCTBI/IH H€p€O6y‘{€HI/IH HpI/I CKOIH)SHH.[GM KOHTpO.He ?>>
The received variants of correct answer:

«HexkenrarebHoe 1epeobyvenne IPUBOJIUT K 3aHI?KEHHOCTH IMIIMPUIECKOIO PUCKA.»

«HexkenarebHoe 1epeobyuenne, CaeJCTBIEM KOTOPOI'O SIBJISETCA 3aHIKEHHOCTH SMINPUIECKOTO PUCKA. »
«3aHIKEHHOCTh SMIINPUIECKOTO PUCKA SIBJISETCS CJIEJCTBUEM HEXKeJIaTeIbHOI0 11epeoldydeHnsl.»
«3aHMKEHHOCTh SMIIMPUIECKOT0 PUCKA, SIBJIAIOIIASICS CJIEICTBUEM HeXKeIaTe/IbHOrO I1epeodyYeHmsd. »
«IMIMPUIECKUI PUCK, 3aHUKEHHOCTH KOTOPOI'O SABJISIETCs CJIeJACTBUHEM HeKeJIaTeJbHOI'O IepeodydeHus . »
«IMIIPUIECKUIT PUCK, 3aHU2KEHHBII BCJIEJACTBHE HeXKeJIaTe/IbHOrO 11epeodyYeHIsd. »

«IMITIPUIECKUI PUCK, K 3aHUZKEHHOCTH KOTOPOI'O BeJIeT HexKeslaTe/IbHOe IepeodyvueHne. »

«Puck, 3aHMKEHHBI KaK CJIeCTBIE IepeodyIeHns . »

«IMITUPUIECKUI PUCK TI0 IPUIIHE, 00YCIOBIEHHOI HexKeslaTe/IbHBIM Iepeo0ydeHneM, MOYKET OKa3aThCsA 3aHMKCHHBIM. »
«IDMIUPUIECKHUI PUCK B CUIYy 0OCTOSITE/IbCTB, CBA3BAHHBIX € HEXKeJIaTeIbHBIM 11epeo0ydeHIeM, MOYKET OKa3aThCsl 3aHUKEH-
HBIM. »

«IMIIPUIECKUI PUCK 110 IPUYINHE, BRI3BAHHON HeXKeIaTe/IbHBIM IIepeodydeHrneM, MOXKET ObITh 3aHUKEHHDBIM. »
«IMIIPUIECKUN PUCK, K 3aHUZKEHHOCTI KOTOPOI'0 IPUBOJNT HezKejlaTe/bHOe 11epeodyueHne. »
«HexkenmarenbHoe mepeobydenne CayKUT HPUIHTHON 3aHI?KEHHOCTH SMIIMPUUIECKOIO PHICKa. »

«3aHIKEHHOCTh SMIINPUIECKOI0 PUCKA, IPUUMHON KOTOPOIl sIBJIsieTCsl HeyKeslaTeJbHOe IIepeodyIeHe. »
«3aHIKEHHOCTh AMIINPUIECKOTO PUCKA SIBJISIETCsl PE3Y/IbTATOM HEXKeJIaTeIbHOr0 1epeoldydeHusl.»
«HexkenraresibHoe 1epeobyvenne, ¢ KOTOPbIM CBsi3aHa 3aHMKEHHOCTh SMIINPUIECKOIO PUCKA.»

«IMIIIPUIECKUIT PUCK, C IIepeodyUeHeM CBsI3aHa ero 3aHUKEeHHOCTb. »

«3aHMKEHHOCTh SMIIMPUIECKOTO PUCKA CBsA3aHa C I1epeodyUeHIeM. »

«3aHMKEHHOCTh AMIINPUIECKOTO PUCKA, SIBJIAIONIASICA PE3YJIbTaTOM HeXKeJ1aTe/IbHOIO 11epeodydeHIsd.
«HexenarenpHoe mepeodydeHne, pe3yabTraToM KOTOPOI'O SBJISIETCS 3aHNKEHHOCTh IMIIMPUIECKOTO PUCKA. »
«HexenarenpHoe iepeodydeHne, pe3yabraT KOTOPOro €CTh 3aHNKEHHOCTh IMITMPUIECKOTO PUCKA. »
«HexenarenpHoe miepeodydeHne, NpuBoO/IsIiee K 3aHMKEHHOCTH IMIIMPUIECKOTO PUCKA. »

«HexenarenpHoe niepeodyuenne, ciyzkalee NIPpUINHON 3aHIKEHHOCTH SMITMPIIECKOTN0 PUCKA. »
«3aHIKEHHOCTD SMIINPUIECKOTO PUCKA OTHOCUTCS K CJIEJCTBUIO HEXKEJIATEILHOIO 11epeolyIeHnsl.»
«3aHIKEHHOCTD AMIINPUIECKOTO PUCKA CBsA3aHA ¢ HexKeJIaTe/ILHBIM IIepeo0yYeHueM. »

«Hexkenmarenpnoe mepeobyuenne siBjIseTCsl IPUINHON 3aHIKEHHOCTH SMIIMPUIECKOIO PUCKA. »

«3aHIKEHHOCTD SMIINPUIECKOTO PUCKA, IPUINHON KOTOPOH CIYKHUT HexKeJaTeIbHOe IepeodyIeHIe. »

12



Result : NL-phrases with maximal projectivity and minimal quantity of
words without prototypes in alphabetic structure of invariant part.

Table 1. Correct answers T; € T".

stem inflectional part + preposition
3aHIZKCHH OCTb ~ OCTH  OCTb  OCTH  OCTb  OCTH
SMITNPUIECK Oro Oro oro oro oro oro
PHCK a a a a a a
HexKelaTe bl Oro oe Oro oe bIM oe
mepeo0yvuenn ST e S ¢ eM ¢
STBJISI ecTd eTcsd  eTcd —
CJIC/ICTBH eM — — — — —
CITY K — AT — — —
pUYINH — Ol — o)1 — —
pe3ybTaT — — OM — — —
CBSI3aH — — — — a:c —
ITPUBO/I — — — — — NT:K

Here T" is the set of NL-phrases, each of which satisfies the condition of Theorem 1.

13



Classifying the syntactic relations for final set of NL-phrases.

r

=t

0CTh

WT:K

Fig. 1. Syntactic relations on the basis of inflexions’s combinations.
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1=1=@eTCcA==>eMOCTL OM0 3 A 0OH & 02 OCTH OM;
2= 3= 0CTe === 0r0 3,

J=2=eMoro===* A,

4 =7 =3==r0l0;

f=4=RA==F0r0;

E=1=0r0aA==>gTtA &M OCTE OH & 02 OCTH OM;
T=1=WT===0r03 0He 0L OCTH;

8 =3=0Wd===0r03 0CTH;

§=3=g==ro0g

10=1=egMOE==>@2TCAOCTL OM0 3 A OW & OCTH OM;
11=2=0roe==+3 00 & 0CTH;
12=5=0CTH==>0r0 3;

13=1=0CTb OM0 3 OCTH==> RTCA EM A 0OH & 02 OM;
14 =2 =0omM==r0ro A,

19=1=gM0Or0 A 0M===8T:A OCTE & OW & OF OCTH;

16 =1 aC==r EBMEIM,

17 =1 = 0ro bIiM === M A;

18 =1 = WK === 0r & OCTH;

19 =0=0ro a 0l OCTH MTE === BTCA EM OCTE A MT 2 08 OM 3.0 bIM;
20 =0=eTcA M OCTe OM0 & A MT O 2 08 OCTH OM === 3.0 bIM WTEK;
21 = 0= 08 bIM==>g8TCA BM OCTE OMD 3 A UT OH 8 OCTH OM 3:C MTEK;
22=0=8eM0Or A3 bIM==>82TCA OCTk 3 UT OW & OF OCTH O HTE;

1] |

L Context Editor | Lattice line diagram | Implication sets

Fig. 2. The Duquenne-Guigues set of implications.
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Revealing the morphological classes of words.

Let
KF _ <GF,MF,[F)

is a formal context of inflectional compatibility for the set G*', where
MY =GN 1" CG" x M",
and £ is a Duquenne-Guigues set of implictions for K

Let’s assume also that the syntactic context for a noun m;; defines by a sequence of

submitted words:

Shki = {’01, oo Un(ki)s mkz}
Rule 1. The Formal Concept (AY', BY): AFCGY, BECMY, corresponds to the predicate
word vi 1 Sy; if

J(Pr—Cs)e L: |Pr|=1
and Pr U Cs = BY. Here a presence of (Pry — Csy) € L: Pr C Csy is permissible
if and only if Pr; U Cs, = BY.
Rule 2. The Formal Concept (A, BY) corresponds to an adjective for the noun my,,
relative to which the syntactic context is defined, if BY is the set of attributes for some

element of G¥' and A(Pr — Cs) € L: PruU(Cs = BF.

Otherwise the Formal Concept (A, BY) corresponds to some noun from
{’02, e ,mki} C Sk
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Conclusions.

e The basis of lattice forming for a formal context of inflectional compatibility are
the NL-phrases with maximal projectivity, which most exactly describe the given
situation, and thus more accurately express the sense. Morphological dependences
revealed on the basis of affinity of inflection type for dependent words correspond
to the most probable syntactic relations for the language description of the given
situation.

e The proposed model for revelation of laws of wordforms’s linear coexistence allows
to reveal automatically the best way to express some thought in the given Natural
Language. That allows to minimize the errors of syntactic analysis at its usage for
revealing objects and attributes.

e The developed methodology for revelation and classifying of syntactic relations
on the basis of semantically equivalent NL-phrases’s set allows to automatize the
development of strategies and rules of syntactic analysis. It is especially actual
at investigation of implementation cases for given grammatical patterns in subject-
oriented text corpora. An appraisal of forming knowledge here are based on similarity
measures for lattices by analogy with similarity measures between the Formal
Concepts.
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