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Open test and rational sense transfer

Knowledge unit estimated by means of open form test assignment

Is defined by a set of natural-language phrases equivalent-by-sense
(i-e. semantically equivalent) relatively to the subject area considered.

Optimal sense transfer

Is provided by those phrases from initial set of equivalent-by-sense which are
of minimal character length under a mazimum of words most frequently used
in all initial phrases.

4

Main problems

@ to extract knowledge units from the texts of topical corpus;

@ to select texts for the corpus by analyzing the relevance to initial phrase;

@ completeness of reflection of revealed actual knowledge in initial phrases.

Dmitry Mikhaylov (Dmitry.Mikhaylov@novsu.ru) 2/32


mailto:Dmitry.Mikhaylov@novsu.ru

Forming units of expert knowledge for open tests

Research subject

Methods and algorithms for formation of knowledge on the basis of text corpus.

Expert tasks to be automated

Q@ Search for semantically equivalent forms for description of reality fragment
in the given natural language.

Q Comparison of knowledge of given expert with the closest knowledge
fragments of another experts.

Requirements for the solution

Q Revelation of concepts and relations between them in a given text.

Q Extraction from texts of corpus the usage contexts of general vocabulary
by means of which synonymic paraphrases can be formed.
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The image of initial phrase in the analyzed text

9 In analyzed text a fragment, which corresponds to image component, can
be identified with some semantic relation of words in initial phrase.

@ The coupling strength of words of each such fragment is always greater
than between any word from given fragment and a word not related to it.

@ For terms prevailing in corpus, a combinations with a general vocabulary
can be related to the extracted image component only at presence
of fragments with a greater coupling strength of words.

@ Generally not be required the presence of strictly predetermined part
of components of image of initial phrase in text.

@ The links of words of different phrases from the set of initial mutually
equivalent or complementary in sense and related to the same image are
allowable.

Main problems

@ consideration of word combinations only within bigrams and syntactic
dependences for given natural language;

@ precision of revelation of knowledge fragment in the form of concepts and
relations between them when initial phrase is single.
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N-grams and estimation for coupling strength of words

Closest ideas

@ syntactic n-grams [Grigori Sidorov, 2013];

@ chunking of sentences in Russian based on conditional random fields
[Kudinov M.S., 2013].

|

Basic assumptions

9 routs in dependency trees or constituent trees as a basis for n-gram
revelation should be measured not from tree root, but from the word
combinations with a greatest values of coupling strength;

@ chunks can contain prepositions and conjunctions.

Estimation chosen for coupling strength of words concerning given document

Estimation for coupling strength of words applied in Distributive-Statistical
Method of Thesaurus Construction [Moskovich W., 1971]:
k
=" 1
PR (1)
where @, b and k are the numbers of document phrases containing the words
A, B and A simultaneously with B, respectively.

Kap
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TF-IDF metrics

According to classic definition, TF-IDF is the product of two statistics:
term frequence (TF) and inverse document frequency (IDF).

Term frequency estimates the significance of word ¢; within the document d
and can be defined as "
tf (ti,d) = —=——— 2
(1) = 5o, e
where n; is the number of times that #; occurs in document d,
and denominator contains the total number of words for d.

The value of IDF is unique for each unique word in corpus D and can be
determined as follows:

idf (t:, D) = log (||11))i||) : (3)

where numerator represents the total number of documents in corpus,
and |D; C D| is a number of documents where the word ¢; appears.
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Clustreing the vocabulary of initial phrase by TF-IDF metrics:

basic assumptions

@ The words, which are the most unique in document and have the largest
values of TF*IDF, must be related to terms of document’s topical area.

Q The fact that the term has synonyms at the same document means
the decrease of TF metrics for this word relatively to given document.

© For words of general vocabulary and for those terms which are prevail
in corpus the value of IDF tends to zero.

@ Synonyms, unique for some documents of corpus, will have a higher
values of IDF.

For example: general-vocabulary words which are define the conversive
replacements, like «npusodums < asaasmoca caedecmsuems (in Russian).
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Relations by TF-IDF as an alternative to syntactic dependences for words

D be an initial text set considered as a topical corpus.
X be an ordered descending sequence of tf (¢;,d) - idf (¢;, D) values

for all words ¢; of initial phrase relatively to document d € D.
Hi,...H, be the sequence of clusters as a result of splitting the initial X

by means of algorithm close to FOREL class taxonomy algorithms.
As the mass center of cluster [; the arithmetic mean of all z; € H; is taken.
For revelation of links the most significant words are related to the clusters:

Hq (X) —the terms from initial phrase which are the most unique for d;

H, /5 (X) — general vocabulary as a basis of synonymic paraphrases,
and those terms which have synonyms.

Definition 1

Let’s name further a pair of words as pairwise related by TF-IDF if the value
of TF-IDF at least for one of them is related to either H; (X) or H, /5 (X).
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Document ranking by analysis of n-grams on the found links of words

Let d € D be some document and L (d) is a sequence of bigrams which are
the pairs of initial phrase’s words (A, B) related according to chosen method
for links revelation either syntactically or by TF-IDF. The bigrams from L (d)
are ordered descending the coupling strength, {(A1, B1), (A2, B2)} C L (d).

Definition 2
A bigrams (A1, B1) and (A2, B2) be a part of the same n-gram 7" C L (d) if

((Al = Ag) Vv (Bl = Bg) V (A1 = Bz) V (Bl = Ag)) = true.

The significance of n-gram T for rank estimation of d concerning the corpus D

S S: ()

O‘(SZ (d)) +1 (4)

N(T,d) =

where S; (d) is the coupling strength of words of i-th bigram relatively to d;
o(Si (d)) is the root-mean-square deviation of mentioned value;
len (7°) is the length of n-gram 7" (in bigrams).

Let’s denote further the set of n-grams {7": T'C L (d)} as T (d).
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Ranking function and forming the annotation

The rank for document d relatively to topical corpus D:
W (d) = Nunax (d) - logy (Trg%é) len (T)) - logyo (|T (a)] ), (5)
where Nm,jx(d) = MaXrcr(d) N(T7 d).

Let D' C D be the cluster of greatest values of estimation (5).

Similarly, according to the values of (4) the set T (d) for Vd € D’ is splitted.
Let T’ (d) be the cluster of greatest values of estimation (4) for given d.

Herewith for phrase s from d € D’ two variants of estimation are possible:
N(s):‘{web:EITeT’(d),beT}‘ (6)
and, correspondingly,
N(s):‘{b: HTG’H"(d),beT}‘ (7)
as a basis of clustering the whole set {s: s € d |de D'}.

Annotation phrases

Form the first cluster from obtained according to the values of N (s).
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N-grams and relevance of text corpus to initial knowledge unit

Let
Ts be a group of initial phrases mutually equivalent or complementary
in sense and determined some knowledge unit.

The relevance estimation

of text corpus D to knowledge unit and situation of natural language usage
associated with Ts on the basis of revealed n-grams can be determined as

. [{web: 3T €T (@), beT}|

=— S ON(Td) |, (8)
|D,‘ deD’ ‘{w: dTs; € TS, w € Tsi}‘ TET/ (d)

w(D)

where N (7, d) is the significance estimation for n-gram 7" according to (4);
T’ (d) is the cluster of greatest values of estimation (4) for given d;

D’ C D is the cluster of greatest values of estimation (5).
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Selecting the experimental material

The main criteria

@ The initial phrases should be formulated independently from each other by
different experts.

Q The initial text sets should allow for comparison the initial phrase’s images
extracted in analyzed texts:
o for separate initial phrases and their sets with the respect of possible links
among phrases;
o by estimation the coupling strength of words within a pair and for sequences
of such pairs within n-grams;

o by analysis of syntactic dependences and with application of TF-IDF metrics
at revelation of links of words.

© The fullest and evident illustration of extraction from texts the usage
contexts both for terms, and general vocabulary by means of which
synonymic paraphrases of initial phrase can be formed.
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Initial text set for experiment: the first variant

@ Vestnik of the Plekhanov Russian University of Economics
(VPRUE, 1 paper);

@ The annual «Filosofija nauki» (Philosophy of Science) (PhSc, 1 paper);

@ materials of the 4'" All-Russian conference of students, post-graduates
and young scientists «Artificial Intelligence: Philosophy, Methodology,
Innovations» (Al PhMI, 2010, 3 papers in Part 1 and 1 paper in Part 2);

@ matherials of the 7" Conference Al PhMI (2013, 2 sectional reports and
1 plenary report);

@ matherials of the 8" Conference Al PhMI (2014, 1 plenary report);

@ matherials of the 9" Conference Al PhMI (2015, 1 paper);

@ Taurida journal of computer science theory and mathematics
(TJCSTM, 1 paper).

4

The number of words in documents of initial set varied here from 618 to 3765,
and the number of phrases per document varied between 38 and 276.
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Initial Russian phrases for expert knowledge units

Ne Initial phrase

1 Onpedeaernue modeau npedcmasaeHUus 3HAHUT HAKAGAODIBAEM 02PAHUYNEHUS HG 6DLO0D
CO0MBEMCMBYIOULE20 METAHUSME AO2UNECKO20 B8bi800a.

2 I1o0 3HAHUEM NOHUMAEMCA CUCTNEMA CYHCOEHUT C NPUHYUUNUAALHOT U eduHOT opza-
HU3AYUET, 0OCHOBAHHAL HA 00BEKMUBHOT 3GKOHOMEPHOCTNU.

3 C mouku 3peHus UCKYCCMBEHH020 UHMEALEKMA 3HAHUE ONPEIEAAEMCH KAK HOPMasu-

3068aHHAA UH&O[)MG.MU.}Z, Ha KOMopyro CCHLAGIOMCA UAU UCNOAD3YIOM 68 NPOUECCE N02U-
YecK020 6b.600a.

4 Darmol 06bMHO YKAZBIBAIOM HA TOPOULO U3BECHBIE 00CNOAMEALCMEA 8 daHHOT Nped-
Mmemmuot obaacmu.

5 Depucmura 0CHOBBLEAEMCA HA COBCTNEEHHOM ONBIME CNEYUAAUCTG 8 0aGHHOT Npedmem-
HOT 00AGCTNU, HAKONAEHHOM 8 PESYALMAME MHO2OAEMHET NPAKMUKU.

6 MemasHarus mMo2ym KaCAMBCA CB0TUCME, CMPYKMYPDL, CROCOO08 NOAYHEHUSA U UCTLOND-
308aHUA 3HAHUT NPU PEWEHUYU NPAKMUYECKUT 3040aY% UCKYCCTNEEHHO20 UHMEALEKMA.

7 O0dnopodnocmdb npedcmasaenus 3Harul NPueodum K YnpouLeHu0 METAHUIMAE YNpae-
AEHUS NOZUECKUM BDLE000M U YNPOULEHUIO YNPABAEHUSL SHAHUAMUY.

8  OMAUNUMEADHBMU YEPMAMU AOZUYECKUT MOJEAET, ABAAIOMCHA €OUHCTNEEHHOCMb MEo-
PeMUMECK020 0060CHOBAHUA U BOZMOHNCHOCTNG DPEAAUIAUUL CUCTNEMBL HOPMAALHO MO~
HOET onpedeseHutl u 6v680006.

9 3wk npedcmasaerus 3HaHul HG 0cHO8E PPetimo60tl modesu Hauboaee dPPermuser
0AA CMPYKMYPHO20 ONUCAHUSA CAOHCHBLT NOKAMUL U PeweHUs 3a0a4, 6 KOMOPuLT 6 Co-
0MBEMCMBUY, C CUMYAUUET HCEAAGMEALHO NPUMEHAMD PA3AUNHBLE CROCOOBL 6616004,
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Initial text set for experiment: the second variant

@ Taurida journal of computer science theory and mathematics
(TJCSTM, 3 papers);

@ Proceedings of International conferences «Intelligent Information
Processing» 11P-8 and 1IP-9 (2 papers);

9 Proceedings of All-Russian Conference with International Participation
on Mathematical Methods for Pattern Recognition (MMPR-15, 1 paper);

@ Proceedings of the Conference MMPR-13 (2 papers);

@ Proceedings of the Conference MMPR-16 (14 papers);

@ Proceedings of the Conference IIP-10 (2 papers);

9 the text of a scientific report prepared in 2003 by Dmitry Mikhaylov.

Remark

|

The number of words in documents of initial set varied here from 218 to 6298,
and the number of phrases per document varied between 9 and 587.
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The scope of selected papers for the second variant of initial text corpu

@ mathematical methods for learning by precedents (K. Vorontsov, M. Khachay,
E. Djukova, N.Zagoruiko, Yu. Dyulicheva, |. Genrikhov, A.lvakhnenko);

@ methods and models of pattern recognition and forecasting (V. Mottl, O. Seredin,
A. Tatarchuk, P.Turkov, M. Suvorov, A. Maysuradze);

@ intelligent processing of experimental information (S. Dvoenko, N.Borovykh);

@ image processing, analysis, classification and recognition (A. Zhiznyakov,
K. Zhukova, |. Reyer, D. Murashov, N. Fedotov, V. Martyanov, M. Kharinov).

Some technical details

@ To calculate the offered estimations the lemmatization of words was performed
by the function getNormalForms from the Russian Morphology for lucene.

@ The syntactic links are extracted according to the rules employed in paper [Tsarkov S.,
Natural and Technical Sciences, 2012, Ne 6].

@ Sentence boundary detection by a punctuation character marks was implemented with
attraction of pre-trained model of classifier created by means of Apache OpenNLP.

@ Training data for sentence boundary detector were the tagged sentences from Russian
newspaper texts represented in Leipzig Corpora (2010, total 10° phrases).
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Initial Russian phrases for expe

N

=~ W N

ot

knowledge units

Initial phrase

Hepeobyuenue npueodum ¥ 3GaHUNCEHRHOCTNY IMNUPULECKOZ0 PUCKA.
IHepenodzonka npusodum K 3aHUNCEHHOCTNU IMNUPULECKOZ0 PUCKA.
IHepenodzonka cayscum npuvuHOl 3GHUNCEHHOCTIU IMNUPUYECKO20 DUCKG.

Banuatcenrnocmo IMNUPUYECKO20 PUCKA ABAAEMCA PE3YADLMAINOM
HEAHCENAMENDHOT nepenodeomcu.

IHepeycaooichernue modesu npusodum K 3GHUNCEHHOCTNU
cpedneti owubku 1o mperuposounol evbopke.

Iepenodzonka npueodum % YBeAUMEHUIO YACTNOMB, OWUOOK
depesa NPUHAMUA peueHuli Ha KOHMPOALHOU 6bbopKe.

Ilepenodzonka npusodum K 3aGHUHCEHHOCTNU OUEHKU
wacmomo, OWUOOK GA20PUMMAE HG KOHMPOALHOU 6bi60pKe.

Banusicennocmy oueHKY, oOWUbKY Pacno3Ha8aHUA
€8A3GHA C 8bLOOPOM NPABUAL NPUHANMUA PEWEHUT.

Pocm wucaa 6a308u0x Kaaccuduramopos 6edém K npaKmuvecky
HE0ZPAHUNEHHOMY YBeAUMEHUIO 0bobwatoweti cnocobrocmu
KOMNO3UYUY AA20PUMMOS.
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Initial Russian phrases in groups

Ne  Group of initial phrases
1 Heoswceanamenavrnas nepenodzonka A6AALMCA NPUMUHOT 3GaHUNCERROCMU cpedHeti e~
AUNUHDL OUWUOKY as20pumma Ha 00y atouLeti 8ubopke.
Ilepeobyuenue npueodum % 3aHUNCEHHOCTNU IMNUPULECKO20 PUCKA. (2.1)
2 Onpedeaenue modeau npedcmasierui 3HAHUL HAKAGOWBAEM 02DaAHUYEHUS Ha 6b-  (1.1)
60p COOMBEMCMBYIOULL20 METAHUSME A02UYECKO20 68b16004.
Odnopodrocmdv npedcmassenus 3nanuli npusodum K ynpouenuto meranusma  (1.7)
YNPABACHUSA AOZUMECKUM BbE000OM U YNPOWEHUIO YNPABAEHUA SHAHUAMU.

3 Dspucmuka 0cHo8bEAEMCA HA COOCMEBEHHOM ONBIME CREYUAAUCME 8 danHol nped-  (1.5)
MemHol 06AaCMU, HAKONAECHHOM 8 PE3YALMAME MHO20AEMHET NPAKMUKY.

Memasnanus mozym Kacamves c60tcms, cmpykmyps, cnocobos noaywenus v uc-  (1.6)
NOAL306AHUA 3HAHUT NPU PEUEHUU NPAKMUMECKUT 3a0a% UCKYCCMEEHH020 UH-
meatexma.

The first digit in a number to the right from phrase denotes the topical area
(1 — Philosophy and Methodology of Knowledge Engineering, 2 — Mathematical
Methods for Learning by Precedents), the second denotes the number
according to table for initial phrase (see Slides 1/ and 17).
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«Philosophy and Methodology of Knowledge Engineering»: by phrases and their gr

Selection the relevant phrases for groups of initial ones on the basis of n-grams®

N | Ny N2| N3

|

N | N, | N

Ne N} N | N1 | Na | N3
using TF-IDF and estimation (6) syntactic rules and estimation (6)
2 1 0 0 1 0 0 1 16 2 0 3 0 0
3 1 1 1 1 1 3 2 3 1 1 2 1 1
using TF-IDF and estimation (7) syntactic rules and estimation (7)
2 3 1 0 1 1 0 1 4 0 0 2 0 0
3 2 1 2 2 1 5 5 2 0 0 1 0 0

is the total number of selected phrases;

is the number of phrases representing the linguistic expressional means for initial ones;

is the number of phrases representing synonyms;

is the number of phrases representing conceptual relations at the topical area;

is the number of linguistic expressional means which were represented in resulted phrases;

is the number of synonyms found in resulted phrases;

is the number of found concept relations from mentioned in initial phrases.

LHere and below on Slides 20-29 combinations with prepositions and conjunctions are respected too
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«Philosophy and Methodology of Knowledge Engineering»: by phrases and their groups

Selection the relevant phrases for groups of initial ones on the basis of n-grams

Ne | N | Ny |N2 N3 | Ni | N; | N3 || N | N, | Ny | N3 | N{ | Ny | N3
Selection the relevant for separate phrases from groups M2 and N3
using TF-IDF and estimation (6 syntactic rules and estimation (6)
1.1 2 0 0 2 0 0 1 5 0 0 3 0 0 3
1.5| 3 0 1 2 0 1 2 3 0 2 1 0 2 1
1.6| 3 0 0 1 0 0 1 3 1 0 2 1 0 2
1.7 3 0 0 1 0 0 2 3 0 0 2 0 0 2

using TF-IDF and estimation (7 syntactic rules and estimation (7)

111 0 0 1 0 0 1 4 0 0 2 0 0 2
15| 1 0 1 1 0 1 1 1 0 1 1 0 1 1
1.6] 10 1 0 4 1 0 3 1 1 0 1 1 0 1
1.7 3 0 0 1 0 0 2 1 0 0 0 0 0 0

N is the total number of selected phrases; N is the number of phrases representing synonyms;
N, is the same for linguistic expressional tools; N3 is the same for conceptual relations;

Nll is the number of linguistic expressional means which were represented in resulted phrases;
Nj is the number of synonyms found in resulted phrases;

Nﬁ is the number of found concept relations from mentioned in initial phrases.
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Comparison with the selection of relevant phrases by the number of «most strong» links

Selection of relevant by the number of «most strong» links for phrases from groups Ne2 and Ne3
Ne | N | Ny | N2 | N3 | N! | N, | N || N | Ny | N» | N3 | N | Ny | N
with attraction of TF-IDF on the basis of syntactic rules

1.1] 1 0 0 1 0 1 2 0 0 1 0 0 1
1.5] 2 2 2 0 2 2 0 4 0 0 2 0 0 5
16| 6 1 1 1 1 1 1 1 1 1 0 1 1 0
1.7 6 0 0 2 0 0 3 6 0 0 2 0 0 3

Here:

N

is the total number of selected phrases;

is the number of phrases representing the linguistic expressional means for initial ones;

is the number of phrases representing synonyms;

is the number of phrases representing conceptual relations at the topical area;

is the number of linguistic expressional means which were represented in resulted phrases;

is the number of synonyms found in resulted phrases;

is the number of found concept relations from mentioned in initial phrases.
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Selection the relevant phrases for groups of initial ones

For compare: «Mathematical Methods for Learning by Precedents»

using TF-IDF and estimation (6) syntactic rules and estimation (6)
s la ol o e e lalololiJo]o]o

using TF-IDF and estimation (7)

syntactic rules and estimation (7)

Tolol 1 lol: ]

ifofolalofol]

2

Selection the relevant for separate phrases from the group N1
using TF-IDF and estimation (6) syntactic rules and estimation (6)
sala i ool i JolollalaiJolol i ]o]o
using TF-IDF and estimation (7) syntactic rules and estimation (7)

ci]i i folol1i]o]o

1|1|0 0|1|0|0

by the number of «most str

ong» links from revealed

with attraction of TF-IDF

on the basis of syntactic rules

cil2]ofol i [ofo]n

1|1|0 0|1|0|0

N3 is the same for conceptual relations;

N

N is the same for linguistic expressional tools;

N

VZ' is the number of synonyms found in resulted phrases;
N

y Mikhaylov (Dmitry. aylov@novsu.ru)

is the number of found concept relations from mentioned in initial phrases.

is the total number of selected phrases; N5 is the number of phrases representing synonyms;

is the number of linguistic expressional means which were represented in resulted phrases;
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Example of extraction the constituen

p of initial phrases Ne3

On the basis of n-grams using TF-IDF and estimation (6):

Selected phrase

Depucmura MOIHCEM NOHUMAMBCA KAK:

HAYUHO-NPURACOHAA OUCUUNAUNRG,
UBYLAOULAA MEOPUECKYIO
deamenvrocmv;

npuémo, peuLeHus npobremHuLT
(meopuecrkux, nHecmarndapmno,
Kpeamuenwvz) 3adav 6 YCAOBUAT
HeonpedenéHHoOCMU, KOMOPBLE 06BLULHO
npomMueonocmasaatoMca HopMasoHLLM
MEMOOAM PEUWLEHUA, ONUPAIOULUMCA,
HANPpUMED, HA MOYHbBLE
MAMEMAMULECKUE AAZOPUMMDL]
Mmemood obyvwenun;

odur us cnocobos cosdanun
KOMNBIOMEPHBLT NPOZPAMM —
56pUCTIUMECKOE NPOZPAMMUPOBAHUE.

Expressed relations

Relation of the concept group
heuristics knowledge
with the concept for methods
of solving tasks,

periphrase & pesyavmame

<— kax peayavmam,

<~
—
npaxmu-

synonyms cnocob

npuém, onupamwvca
ocrnoewvieamMmBCA,
weckulli <= npurxaadHol

Words of the most
significant n-grams
sepucmuxa,
sadawa, Ha,
cnocob,
pewerue,

6,

MOUD

Selection the relevant ones for the phrase (1.6) by the number of «most strong» links from revealed by TF-IDF:
Selected phrase

Cmpemaenue npeodorems y3ocmov anzopum-
Mmuneckozo nodroda NPUEEAO K B03HUKHOGE-

HUIO

6omre npobaem uUcKyccmMeeHH0z0

ma,
MUH,
ma,

2E6PUCTMUMECKOZ20 HANPABAEHUA 6 Ppa3pa-
uHMeENNERK-
zde 56pUCTIUKA NOHUMAEMCA KAK MeEp-
NPOMUE0CMOAUWUT NOHAMUN AAZ0PUTTL-
Komopuli npedcmasanrom

cobotli <«na-

60p unHcmpyrYUul iU Lemro cHoOPpMYAUPOSAH-

HBLT

onepayuti, COCMABAANUWUT OnpedeneH-

HYM0 Npoyedypy>.

Dmitry Mikhaylov (D

Mikhaylov@novsu.ru)

Expressed relations

Relation of the concept of ar-
tificial intelligence menti-
oned in initial phrase with
the concept of heuristics

The «most strong»
links

uckyccmeeHHuLU UH-

meanexm
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Example for initial phrase Ne3, Philosophy and Methodology of Knowledge Engineeri

On the basis of n-grams using TF-IDF and estimation (6):

Selected phrase Expressed relations

IIpu amom modean s3nanus nonumanacy xakx gopmaau- Relation of the concept of knowledge
308aHHANA 6 coomeemcmeuu ¢ onpedeaernvimu cmpyk- mentioned in initial phrase

MYPHBMU NAGHAMYU UHPHOPMAULA, cCOTPanAemas 6 nama- Wwith the concept of knowledge model,
mu, u Komopas moorcem 6vmb UM UCNOABIOBAHA 8 TOOE
pewenus 360a% HQ OCHOBAHUYU 3APAHEE 3ANPO2PAMMUPO-
BAHHBLL CTEM U AA20PUMMOS.

periphrase onpedeasemcsa xax <=
NOHUMAEMCA KAK

By the number of the «most strong» links from revealed with attraction of TF-IDF:

Selected phrase Expressed relations

Coeanacno owc. pon Hetimany, undopmayus umeem dso- Conceptual relationships for the concept
AKYI10 Npupody: ona Mmoocem mparmosamuvca xax npo- of information

2pamMma UuAU aA20PpUMM 1O paﬁome (& dannumu U Kax uH-

dopmavyus 06 obsexmazr, m.e. me OGHHBLE, C KOMMOPLLMU

npozpamma pabomaem.

Ungpopmavus npedcmasasem coboli 3aK00uUposarHoe
8 IKCNAUUYUMHOU POpME 3HAHUE, NO KOMOPOMY “HEAOBEK
cnocoben meop4ecru €20 soccosﬂamb.

IIpu smom modenv snanus nowumanacs xax gopmaau- periphrase onpedeasemcsa wax <=
308AHHASA 6 COOMBEMCMEUU C ONPEOCACHHBMU CMPYK- NOHUMAETNCA KAK

MYPHUMU NAGHAMU UHPOPMAULAL, COTPAHACMAA 6 NAMSA-

mu, U KOmopas moorcem 6vms UM UCNOABIOSAHA 8 TOoOe

pewenus 360a% HQ OCHOBAHUY 3APAHEE 3ANPO2PAMMUPO-

BAHHBL CTEM U GAOPUTIMOS.

itry Mikhaylov (Dmitry.Mikhaylov@novsu.ru)
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stimating the relevance of text corpus to initial knowledge units

No. of initial phrase taking into account excluding

or their group? of prepositions/conjunctions/interjections prepositions/conjunctions/interjections
Philosophy and Methodology of Knowledge Engineering
for separate initial phrases

3 0,3995547 0,5083567

5 0,6166341 0,3633269

6 0,1591293 0,1621076

9 0,5758868 0,3178877
for groups of initial phrases

3 0,3120782 0,4472640

Mathematical Methods for Learning by Precedents
for separate initial phrases

2Revelation of links of words here is carried out without application of syntactic rules
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Comparison of n-grams and links most significant for phrases selection

(estimating by the number of words without application of syntactic rules)

Words which are not entered in most significant
No. links n-grams
of initial
phrase
Philosophy and Methodology of Knowledge Engineering
2 3nanue u, Ha, C
3 3HaAHUE, C, UAU, UCNOAB3OEAMD
4 Ha
5

Ha, cobcmeennvili, onwwm, obaacmov

6 u

7 npedcmasaerue, u

8 peaausayus, cucmema, U, 603MOHCHOCTML

9 c, nonamue, cmpyxkmypHul, coomeemcmeue, pasauHoti

npedcmasnaenue, 6, CUMYAUUA

Mathematical Methods for Learning by Precedents

2 3AHUINCEHHOCM b

3 BAHUINCEHHOCMDb, NPUNUHA

4 3AHUNCEHHOCMb, ABAAMBCA

5 ®, cpedrHut

6 npueodumov, K NpUHAMUE, peweHUe
8 npuHramue

In given illustration the comparison is made for those documents which were
related to the most relevant for initial phrase at ranking both on the basis
of n-grams, and by the «most strong» links.
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Comparison of n-grams and links most significant for phrases selection

(estimating by the number of words without application of syntactic rules)

N2|1|2|3|4|5|6 7|8|9 1|2|3|4 5|6|7 8|9
by mazimization of number by analysis of n-grams
of the «most strong» links for Kap on the found links of words
Philosophy and Methodology of Knowledge Engineering
N|l1]|2|11|1|2]|6]|6]|6]|1 24141233 |3]|]2]3
Ni|O0O]|]O]|1 112]1]10[0]|O0 0 0 1 1 0 0 0 1 0
N|Oo|Oo|2]0]|]2]1]0|1]|O0 O(0OjO0O|1]1]0]0]O0]O
Ns| 1]10]|5 1101|231 2 2 3 0 2 1 1 2 3
Mathematical Methods for Learning by Precedents
N |2 |[1|15|15|5 |1 |6 |1]|1 1 1 2 1 9 2 6
Nijfo|1]3|2]J]0|0]0O|O0]|1 1 1 2 1 0 1 1 0 1
NoJO|1]|2|2|1]0]1]0]1 o1 |2 |1]|1]1]0]0]O0
Ns|1]|]Oo|7|4|0]J]0]JO0O]1]O o0 |1|O0O|1]|]1|5]|]1]4
Here:

N is the total number of selected phrases;

N1 is the number of phrases representing the linguistic expressional tools;
N is the number of phrases representing synonyms;

N3 is the number of phrases representing conceptual relations.
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Comparison of n-grams and links most significant for phrases selection

(estimating by the number of words with application of syntactic rules)

Words which are not entered in most significant

No. links n-grams
of initial
phrase
Philosophy and Methodology of Knowledge Engineering
1 snanue, evbop
2 ocHoeamb, 0pzaHU3AUUA
5 8, HQ, CNEYUUAAUCT, PEYALMAM, NPAKMUKG, onum, HaxoNuUMY
obracmo
8 onpedenerHue, 603MOHCHOCTD
Mathematical Methods for Learning by Precedents
2 3AHUIICEHHOCM b
3 3AHUIICEHHOCM b
4 3AHUMNCEHHOCTM b, ABAATLCA
5 cpedrnuti
6 npuseodumv, K
9 anzopumm, ®

As in previous, in the given illustration the comparison is made for documents
which were related to the most relevant for initial phrase at ranking both
on the basis of n-grams, and by the «most strong» links.
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Comparison of n-grams and links most significant for phrases selection

(estimating by the number of words with application of syntactic rules)

N2|1|2|3|4|5 6|7|8|9 1|2|3|4|5|6|7|8|9
by mazimization of number by analysis of n-grams
of the «most strong» links for Kap on the found links of words
Philosophy and Methodology of Knowledge Engineering
N|l2|4|1|3]|4]1]|6]|1]|5 5121973 |3]3]1 1
Ni|O|1]O0 1101 |0|0fO 0 0 0 1 0 1 0 1 0
Njo|lOo|loOo]2]0o|1|0|O]|O O[O0 |3|0]2|]0]0]O0]O
Ns|1]2]0 1({2(0]2]0{|2 3 1 4 4 1 2 2 0 1
Mathematical Methods for Learning by Precedents
N 11115155 (11| 1|1 1 1 1 2 1 2 1 9 4 1
N;|1|1]|3]2[0]0]|]O0O0]O0O]1 1 1 2 1 0 0 1 0 0
No|lO|1]|2]2]|1]9]0]0]|1 0 1 2 1 2 1 0 0 0
Ns|O|O|7|4]0]4]0]1]0 o001 |O0O]|2|]0]|3]0]O0
Here:

N is the total number of selected phrases;

N1 is the number of phrases representing the linguistic expressional tools;
N is the number of phrases representing synonyms;

N3 is the number of phrases representing conceptual relations.
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Alternative solution: the search of relevant phrases on a ready syntactically

marked text corpus

Words and their combinations for selection of phrases from Russian National Corpus:

Ne Words and their combinations Ne Words and their combinations

Philosophy and Methodology of Knowledge Engineering Mathematical Methods for Learning by Precedents

1 wmodeav — npedcmasaenue — 3HaHUue, 1 nepeobyuwenue, amnupuveckull — puck
MeTraHUuU3IM — aozuveckull — GMEDa

2  cucmema — cyowcdernue, 2  asmnupuveckull — puck

06sexmueHbLl — 3AKOHOMEPHOCTD

3 npouyecc — nozuveckull — 6v.600 3  smnupuweckull — puck

4 dannwti — npedmemnuti — obaacmo 4 smnupuweckull — puck

5 sepucmuxa, 5 owubra — cpednuli
dannwuti — npedmemnuvti — obaacmos

6 wmemasnanun, ceolicmeo — 3HaHUE, 6 wacmoma — owubka,
cmpyxmypa — 3naHue, KOHMPOALHBLLU — 6vbopKra
cnocob — noaywenue — 3HAHUE,
cnocob — ucnoav3oeanue — 3HAHUE,
3adana — UCKYCCMEBEHHBLY — UHMEAAEKT

7 npedcmaeanenue — 3naHue, 7 ouewnxa — wacmoma,
ynpasaeHue — 6uv.600, KOHMPOALHBLLU — 6vbopKra
METAHUSM — nOZULECKUT — 6bL600,
ynpasaeHue — 3HAHUE

8 meopemuveckuti — obocHosaHue — modeav, 8 owubra — pacnosnasarue,
nozuveckul. — mModeab, cucmema — 6v.600, NPAsUAO — NPUHAMUE — PEULEHUE
cucmema — onpedenerue, MoOUHul — 66,600

9 Aswrk — npedcmaenenHue — 3HAHUE, 9 basoewnl — waaccupuramop

Ppetimosviti — modeav, cnocob — 6v600
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Selection the relevant phrases from texts of Russian National Corpus

Ne|1|2 3|4|5|6|7|8|9 1|2|3|4 5|6|7|8|9
Philosophy and Methodology Mathematical Methods
of Knowledge Engineering for Learning by Precedents
N [13]|7312|15(83|33|79(224|20([56| 1 | 1 |1 |24|17|21| 5 | 2
Ni{O]OJO[O|O]O]O] O[O oOof0jO|O]O|]O]O]O]O
N[ O]OJO[O|O][]O]O] O[O oOof0jO|O]O|]O]O]O]O
Ns| 2|5 |0|1]|5]|3]|3 2 2 ofo0ojoO|lO]j]O|]O]j]O]1]O
N;s|l2|6]|ol2]|4]|3]|3 2 2 ojojojofjofjo|lO]1]0O0
Here:
N is the total number of selected phrases;

N1 is the number of phrases representing the linguistic expressional means for initial ones;
N> is the number of phrases representing synonyms;
N3 is the number of phrases representing conceptual relations at the topical area;

N3 is the number of found concept relations from mentioned in initial phrases.
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Conclusions

@ The main result of current work is the formation method for topical
corpus of texts relevant at described knowledge fragments to the group
of initial phrases with extraction of its image components expressed
in words and their combinations.

Q In comparison with the search of such components on a syntactically
marked text corpus covering all given natural language the method for text
selection offered in this work enables a 17-times reduction (on average)
in the output of phrases which are irrelevant to initial ones in terms
of either the described knowledge fragment or its linguistic expression forms.

@ The proposed variant of contertual annotation is primarily oriented
to search the forms of expression for conceptual relationships in texts
related to so topical area where the percentage of general vocabulary and
terms are comparable.

@ The open problem is the speed and precision of morphological analysis.
Here of interest is the Python-implementation of offered method with
attraction of NLTK library and morphological analyzer Pymorphy as an
alternative to realized solution based on Russian morphology framework.
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