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Research subject, purpose, and considered problem

Methods and algorithms for formation of knowledge about synonymy in Natural
Language (NL).

~
Considered problem
To transmit a knowledge represented by texts on some natural language
between its native speakers (experts and trainees, correspondingly).
. ot
Main purpose of research
Theoretical reasoning of structure of knowledge about synonymy.
Development of methods and algorithms for forming these knowledge and
application them for the family of tasks of:

@ sense-similarity’s estimation of texts in subject-oriented natural language;

@ computer-aided filling and compression of language’s and subject-area’s
knowledge base;

@ seeking a most rational plan for sense’s transfer among different native
speakers;

@ coordination of knowledge units which were formed by various experts.

\
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Usage situation for natural language

Definition 1.4

Usage Situation for Natural Language (USNL) is the description of new social
experience (the content of joint actions) by means of this natural language.

The NL-context accumulated by some USNL S can be represented by a triple:
S=(0,R,Ts), (1)

where O is a set of symbols associated with reality concepts;
T's is a set of description forms for S in some sign system;
RCO", wherenel,... |0|.

Let Synt be a surjective function determined by syntax of given NL;
Then for V T's; € Ts 3 Trs: T's; = Synt (T'r;), where T'r; is a marked tree.

Thusif O= MUV, MNV #0, then for V 0; € M it will be found o, € V
with the following correspondence in the tree T'r;:

@ to the concept o; there corresponds a child node with the label wj,

@ to the concept of there corresponds a parent node with the label wy.
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Formal Concept Analysis and formation of knowledge units

Let’s represent a single USNL by a Formal Context (FC):

K =(G,M,I), (2)

where Vg € (G is a stem of word syntactically submitted to any other word

from some T's; € T's in model (1).

The attributes’s set M comprises the subsets designated by corresponding

¢ © ¢ ¢

o

M,
Mo
M3
wn

Ms

bottom indexes:

is the set of indications to the syntactically main word’s stem;
is the set of indications to the main word’s inflection;
is the set of «stem—inflection» relations for a syntactically main word;

is the set of combinations of inflections of dependent and main words.
After an inflection via the colon, a preposition is shown (if any) that
provides a relation with a dependent word;

is the set of indications for dependent word’s inflection.

It is required: to form I C G x M by analysis of symbolic structure and choice
of T's; € T's with a minimal length and maximum of words most generally used
in different phrases from 7's (taking possible synonyms into account).
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Revelation of stems and inflections concerning the given USNL

Problem statement

Let

Wi;  be the ordered sequence of symbols constituting the word w;;,
Weij be the ordered sequence of symbols for invariant part (i.e. stem) of word,
W fi; be the ordered sequence of symbols for word’s inflection,

® be the designation for concatenation operations.

It is given:

Ts= {Tsi: Ts; = QWZ-]-} is a set of Semantically Equivalent (SE) phrases
J
defining the USNL.
It is required to find:

Pw; = {(Wcij,Wfij> : Wcij ® Wfij = Wij} for all 7 = 1,..., ‘TS|
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Occurrence of symbols for given positions in the word concerning the USNL

Let’s identify concepts: with a stem Wc;; —the «prefix»
and with inflection W f;; —the «suffix» as accepted in informatics.

These are paramount procedures and functions of algorithm:

9 pref.show (w;;) return the current value of prefix for the word w;;
9 pref.inc(wi;) increments the length of prefix for the word w;; by 1;

9 prefs forms the lists by grouping of wordforms similar in prefix with
sorting them by length’s decrease;

@ pref.check (Prf) for group of wordforms with common prefix Prf carry
out analysis of absolute frequencies of occurrence of characters on various
positions concerning the word’s front and end. Note that the frequency v,
of occurrence of symbol which is the first at the left is always maximal as
well as for symbols in Prf. Relative to word’s end the search of common
suffix’s symbols having the occurrence’s frequency vy, is carry out with
including them into word’s inflection. The total length of common prefix
and suffix must be, at least, a one third of word’s length, and lengths’s
difference for a pair of words having a common prefix is always less
than half a length of smaller word (independently from suffiz!).
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Algorithm revealing the stems and inflections for words concerning the USNL

Require: T's;
Ensure: Pw = U‘ii‘ Pw;;
1: Pw:= &,
2: for all W;;: © W;; = T's;, where T's; € T's do
J

(Wi
3 Weyy = {Wi; (1]} Wij = 192 Wij [k];
4: end for // initialization of stems and inflections
: prefs(PrfsTmp);
6: if PrfsTmp = & then
7 return Pw and exit the algorithm;
8: else
9 take Prf from PrfsTmp;
10:  if pref.check (Prf) = true then

o

11: Pw:= PwU { (Prf, W fij (Prf)) ‘ pref.show (w;;) = Prf};
12: PrfsTmp := PrfsTmp\ {Prf};

13: go to the Step 6;

14:  else

15: for all w;;: pref.show (w;;) = Prf do

16: pref.inc(wqj;);

17: end for

18: go to the Step 5

19:  end if

20: end if
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Models of linear structures for NL-phrases defining the standard

Let T's be a set of SE-phrases defining some USNL according to (1),

J be an index set for invariant parts of words of phrases from T's.

Definition 3.2

The ordered sequence of indexes of invariant parts of words for some T's; € T's
let’s name as Model of its Linear Structure (MLS), Ls (T's;).

Let {Jl, Jz} be the pair of sequences of indexes in Ls (Tsi>, where

=Lt} = {3} and both (5, j3) and (32,3)

correspond to the syntactic links.

The sense standard for USNL is defined by those T's; € T's, in MLS of which
(hC RV (R Ch)V ([ hnk|=1)v(hnE) =2, 3)

and summary length of sequences of mentioned kind for all syntactic links
revealed on T's; has to be minimum.
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Sense standard for USNL and word’s occurrence frequency

Let fr (w;| be a frequency of occurrence of word w; in all T's; € T's.
So the most informative words in T's are forming a cluster Clust:

@ the word with a maximal value of this frequency will be in Clust;
o for V {wj,wi} C Clust and ¥V w; ¢ Clust is true that

(I £ (ws) = fr (w) |<| fr(ws) = fr (wi) [ )
/\(| fT(wj)—fT(wk)|<|f7“(wk)—fr(wl) |) = true (4)

The basis of standard are made the phrases with maximum of words in Clust.

Here for words from Clust possible synonyms and different orders in a phrase
are taking into account.

Let LS be a set of linear structures’s models given on J for sentenses from T's.

The pair of indexes {j1,j2} C J corresponds to synonymic words and can be
replaced by one index from (N\J) if 3 {Ls (T's1), Ls (T's2)} C Ls:

Ls (T81) =10 {j1} ® J2 and Ls (TSQ) =10 {]2} ® Jo,
where J; C J, Jo C J, and © is the concatenation operation at the set J.
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Problem statement
Let Jo; be a set of indexes of words related to the cluster of most informative
concerning to USNL given by the set of SE-phrases T's;
fra((j, k), LS) be the frequency of occurrence of the pair (3, k)
in the models from LS taking into account that (j, k) < (k, 7).

Then USNL’s standard is defined by phrases with MLSs belonging to the set
LC =|\JLS;: LS; C LS, 3 {Ts;,Ts;} € Ts:

Ls (Tsl) c LS;
‘Ls (Tss)N Jcl| — max

((Ls (T's;) € LS;) A (T's; # Tsi)) — (Ls (T'si) N Jei) € Ls (Ts;)

and attributes set’s forming for USNL’s standard in a form of FC (2) requires:
@ to find index pairs (j,k) : frq((7,k),LS) > 1, which satisfy
the condition (3), for all linear structure’s models from LC;
@ to define the direction of syntactic link for each found pair (4, k);

9 to eliminate from V LS; C LC any MLS containing indexes which not
appeared in any found link.
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Forming the syntactic links
False links and links revealed earlier

There are three stages to find Dir (j, k), Dir € {<, —}, namely:
@ checking the link corresponding to (j, k) on falsity’s condition’s fulfilment;
@ an attempt to identify with the links revealed earlier;
@ if there are no identification with known links then interview with expert.

Let St (y), St(k) and St (1) are the word’s stems corresponding to j, k and .

For given USNL the link for (j, k) is identified as false if j,k,l € Ls(T's;)
in some T's; € T's, but another USNL has false link for St (j) and St (k),
and true link either between St (j) and St (1) or between St (k) and St (1).

Let Lnk be a set of links revealed earlier, each of which is represented by:
@ an ID number of USNL (Id);
@ a main word’s stem (St1);
9 a stem for dependend word (St2);
@ a list of inflections combinations «main word—dependent word» (FCm).
A pair (3, k) is put in conformity of link ((j,k),—) if for some other USNL
3(Id, St1, Sto, FCm) € Lnk:

St(j) = Str, St(k) = Stz and (FL(j), FI(k)) € FCm.
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Example of initial set of semantically equivalent phrases definin

27:89 Insert Indent Modified
HexenaTeNbHOE NEPEOGYYEHHE NPHBOAHT K 3aHHXEHHOCTH 3MNHPHYECKOTD PHCKa.",
'HexxenaTenbHoE NEPED6YHEHHE, CAENCTBHEM KOTOPOT0 SBAAETCH 3aHHXEHHOCTL IMIHPHYECKOID PpHCKa.',
'3aHHXEHHOCTE IMNHPHYECKOTD PHCKA ABASETCA CAEACTBHEM HEXKENATEALHOIO NEPEOGYHEHHA.",
'3AHHKEHHOCTb IMMHPHYECKOTO PHCKA, AIBAAK LWAACA CAEACTEHEM HEXENATEALHOIO Nepen6yyeHHs.",
3MNHPHYECKHH PHCK, 3AHHXEHHOCTb KOTOPOTO SBASETCH CAENCTEHEM HEXENATEALHOIO NEPEOBYHEHHE.",
'IMNHPHYECKHA PHCK, 3AHHXEHHBEIA BCAENCTEHE HEXENATEALHOID NEPEOGYHEHHA.",
"IMNHPHYECKHHA PHCK, K 30HHXEHHOCTH KDTOPOr0 BENET HEXENATENbHOE NEPEOGYHEHHE.",
PHCK, 3aHHXEHHBIA KaK CAEACTEHE NEPe06yYEHHA.",
'3MNHPHYECKHH PHCK MO NPHYHHE, 06YCADBAEHHON HEXEAATEALHBIM NEPEDEYHEHHEM, MOXET 0KA3AThCH 3aHHXEHHBIM. !
IMNHPHYECKHH PHCK B CHAY DGCTOATEABLCTB, CBAZAHHLIX C HEXKENATEALHLIM NEPE0EYUEHHEM, MOXKET 0KA3aThCA 3AHHKEHHbIM,
'3Mnupuqecxm’1 PHCK N0 NPHYHHE, BBI3BAHHOA HEXENATEABHBIM NEPEOGYHEHHEM, MOXKET GhITE 3AHHXEHHEIM. "
€] PHCK, K H KOTOPOTo NPHBOAHT HEXENATENLHOE nepeosyueuue "
'HexenaTeanoe NEPEDEYHEHHE CAYXHT NPHYHHON 3aHHXEHHOCTH IMNHPHYECKOTD PHCKa.'
'3AHHKEHHOCTb IMMHPHYECKOTO PHCKA, NTPHYHHOA KOTOPOH SEASETCA HEXENATENBHOE nepeoﬁyqeuue.".
'3aHHXKEHHOCTb IMITHPHYECKDTO PHCKA ABAAETCA PE3YALTATOM HEXEAATEALHOIO NEPE0EYHEHHA.",
'HexenaTeanoe NEPE0GYHEHHE, C KOTOPLIM CEA3aHa 3aHHXEHHOCTb AMNHPHYECKOr0 pHcKa.',
3 i PHCK, € NEPEDBY ero b,
'Bauuxeuuncn, 3IMNHPHYECKOTD PHCKA CBA3aHA C NEPEOBYYEHHEM.",
'3AHHXEHHOCTE IMNHPHYECKOTD PHCKA, ABAAN LAACH PE3YALTATOM HEXEAATEALHOIO NEPEOEYHEHHA.",
HexenaTeAbHOE NEPEDGYYEHHE, PE3YALTATOM KOTOPOID ABASETCA 3AHHXKEHHOCTE IMNHPHYECKOrD pHCKa.',
HexenaTenbHOE NEPEDEYYEHHE, PESYALTAT KOTOPOrD ECTE 3aHHAXEHHOCTE IMNHPHYECKOTD pHCKa.",
HexenaTensHoE NEPen6yYYEHHE, NPHEBOAALLEE K 3AHHXEHHOCTH IMIHPHYECKOrD PHCKa.",
HexenaTenbLHOE NEPEDGYYEHHE, CAYKALLEE NPHYHHOA 3AHHXEHHOCTH IMNHPHYECKOTD PHCKA.",
'3AHHXEHHOCTE IMNHPHYECKOTD PHCKA DTHOCHTCA K CAEACTBHI0 HEXENATEABHOIO NEPEOGYYEHHA.",
'3aHHKEHHOCTb IMMHPHYECKOTO PHCKA CBAZAHA C HEXEAATE AbHBIM NEPEDGYYEHHEN.",
'HexxenaTenbHoe NePeo6yyeHHE SBASETCA NPHYHHOH 2AHHKEHHOCTH IMNHPHYECKOT0 pucka.”,
'3aHHXEHHOCTL IMMTHPHYECKOTO PHCKA, NPHYHHOA KOTOPOR CAYXHT HEXENATENLHOE NEPEOEyYeHHE." ]

L
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Resulting formal context of sense standard and NL-phrases defining standa
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Resulting formal context of sense standard and NL-phrases defining standa
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Resulting formal context of sense standard and NL-phrases defining standard
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Resulting formal context of sense standard and NL-phrases defining standard
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Resulting formal context of sense standard a phrases defining standa
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Resulting formal context of sense standard and NL-phrases defining standar

1ol
11 Insert Indent ii

HexenaTtensHoe "EPEDEY"IEHHE NMPHEDOOQHT K 3AHHXEHHOCTH 3MNHPHYECKOrD pHCKA.

HexenatenasHoe nepenﬁ'y'{em«le CAYAHT "p"'-ll’l"l]li 3AHHAEHHOCTH IMNHPHYECKOID pHCKA.

JaHHXKEHHOCTL AMNHPH4YECKOID pHCKa CBA3aHa C ﬂEpEDEy‘IBHHEM.

JFaHHXKEHHOCTL IMNHPHYECKOID PHCKa CBA3AHA C HEXXENATEALHBM HEPEDEY'{EHHEM.

Hexenateasuas NEPENDATOHKA NPHEOAHT K 3aHHXEHHOCTH 3MNHPHYECKOID pHCKa.

HexenatensHasa NEPENOATDHKE CAYXRHT ﬂpH‘lHHDI’l FAHHAEHHOCTH IMNHPHYECKOID pHCKA.

JFaHHXKEHHOCTE AMNHPH4YECKOID PHCKa CBA3aHa C© ﬂEpE"Uﬂ.rﬂHKDﬁ.

JAHHXKEHHOCTE AMNHPHYECKOID pHCKa CBAZaHa C HEXENATEALHOH ﬂEpE"Dﬂ.rDHKDﬁ.

K AW
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Sense standards and description of USNL by means of objects and attributes

Serial number of USNL, 1 1 2 3 4 5 6
Number of SE-phrases defining USNL 56 28 29 30 6 10

including representatives of standard 8 9 7 9 1 2
Initial number of objects for USNL 18 17 15 13 12 14
Initial number of attributes for USNL 177 186 173 162 94 81
Number of standard’s objects 9 12 12 11 8 12
Number of standard’s attributes 82 90 80 69 35 53

¢ What does the situation of language usage represents in Russian ?

1 Css3b nepeobyyeHnsi C SMNUPUYECKUM PUCKOM

2 CBsi3b NEPEYCNOXKHEHUSI MOLEN C 3aHVNXKEHHOCTHIO CPEAHEN OWmnbKM Ha Tpe-
HUPOBOYHOIA BbIGOpKe

3 BnusiHne nepenofroHkn Ha 4acToTy OWMBOK LepeBa NPUHATUS pPeLueHunii

4 Tlpm4nHa 3aHMKEHHOCTN OLEHKN 0bOoBLLatOLLER CNOCOBHOCTY anropuTma

5  3aBUCMMOCTb OLEHKM OWNOKM pacnosHaBaHusi OT BbiboOpa peLsarowiero npa-
BUNIa

6  3aBucumMocTb 0bobyatoLeii CNOCOBHOCTM NOrMYECKOro aaropuTMa Kiaccu-
drKaumm oT Yncna 3aKOHOMEPHOCTEN aNrOPUTMUHECKON KOMMNO3ULMU
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Estimating the amount of memory for storing NL-phrase

1 2 3 4 5 6

12 15 16 17 10 14
4.790 - 10® 1.308 - 10 2.092 - 10** 3.557 - 10'* 3.629 - 10° 8.718 - 10'°

648 795 416 442 20 42

168 225 80 187 20 42

is the serial number of USNL;
is the maximal number of words in a phrase;
is the estimation which is taken usually;

voly and vol, are the estimations received with application of method

and algorithms of NL-usage’s situation’s standard’s revelation.

voly (n) =11 -n is the upper estimation, 1 is the number of SE-phrases

defining the USNL;
-n is the lower estimation, > is the number of SE-phrases
defining the standard of USNL.
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Thesaurus and knowledge coordination for different situations of NL-usage

Let thesaurus to be represented in the form of formal context

Kth = (Gth, Mth, Ith), (5)
where G'th consists of symbolic labels of individual NL-usage’s situations;
Mth includes the attributes of formal context (2) for each gth € Gth.
In addition, in Mth one can distinguish the following subsets:

@ Ms is the set of indications to objects of formal contexts (2)
generated for individual gth € Gth,;

@ M7 is the set of «stem—inflection» combinations for a syntactically
dependent word;

@ Ms contains combinations of stems of the dependent and main word.

By analogy with the formal context (2) of individual USNL Ith C Gth x Mth.

In this case the numerical estimation of similarity of NL-usage situations is
determined by the number of attributes be shared by objects of compared
situations concerning the formal context of thesaurus.
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Coordination of knowledge about synonym

concerning different situations of natural language’s usage

Let
St be the designation for word’s invariant part identified with the stem;
Fl be the designation for word’s inflection;

S1 and S> be the some situations of givel NL’s usage.

Let’s suppose that some Wrd can be represented as St; @ F'l; concerning Si,
and as Sty ® Fl, — concerning S>. At that St; = Sto © Sf, where Sf contains
one symbol as minimum, and © is the operation of strings’s concatenation.

Then concerning S1 the following replacements can be implemented: the
stem St; is replaced with St,, and inflection Fl; —with Fis = Sf © Fla
only if the frequencies of occurrence of inflections F'i3 and F'l, in all lexico-
syntactic links represented by the formal context (5) for given subject area
won’t decrease at fulfillment of these changes.

Ezample (in Russian).

USNL Ne3, St; = «asnsetcay, Fli = «»,
USNL Nel, Sty = «sas», Fl» = «etca», Sf = «etca».
Concerning the USNL Ne3 the replacement of Fly to Fl3 = «etca» is fulfilled.
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Knowledge-control system as the practical issue of developed approac

& TecTWpoBaHWe 3HAHWIA M NOArOTOBKA K EF3 ;Iglll

Baza zHaHMil  TecTel [epeoe 3HakomcTEO Window  MomMowe

ool EE EEwE

R

HenuTyeMue Heanos E.A. |[leTtpoe M.H.|Cunopoe 1.1.| 3aiuee E.A.| Boakoe A.B. ﬂ
Bonpoc 1 0.857 1.000 0.4 1.000 0.857
Bonpoc 2 1.000 0.733 0.868 0.75 0.545
Bonpoc 3 0.75 0.63 0.000 0.703 0.42
Bonpoc 4 0.861 0.861 0.717 0.662 1.000
Bonpoc 5 0.725 0.657 0.000 0.5 0.471

Al

Demo-release of system is presented
on the personal webpage of author at www.machinelearning.ru.

Dmitry Mikhaylov (Dmitry.Mikhaylov@novsu.ru)


www.machinelearning.ru
mailto:Dmitry.Mikhaylov@novsu.ru

Results for a single trainee

(=] Pe3yneTaT No MCNBITYEMOMY = IEIIiI

Henutyemoid: [Netpoe M.H.

Bonpoc tecra [eonpoc N#3):

Kak EAHAET NEPENOArOHKA HA HACTOTY OLWHGOK
NEPEEa NPHHATHA PEWIEHHA 7

41 | ©

MNoayy4eHHbIH OTBET!

S

WMEHHO C NEPEOGYHEHHE CBA3aHa YBEAHYEHHE 4acTOTH OLIKHEDK =]
nep p THA P A Ha KOHTPOALHOA [= TECTOEOH] EHBOPKE.

11 | i

HanGonee EAHZKHH BEAPHAHT NPAEHALHOIO OTBETA:

YeeAHYEHHE 4aCTOTH OLWIHGOK ;I
NEPEBA NPHHATHA PELIEHHA HA KOHTPOABHONA BHBOPKE
CBA3AHO C NEPENOATOHKOA.

| I 2

YucneHHad oueHka GAHIOCTH NpaEWAbLHOMY oTBeTy: 0.63

OueHka 3a OTBET: YOOEA.
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Group testing’s results after the coordination of knowledge about synonymy

concerning the different situations of Russian language’s usage
=lolx|

Basa sHaHMA  TecTel [MepB0e SHakoMCTED  Window  MoMOWE

ohE EE EEE
e

Henbityembie Heanoe E.A.|MeTpoe M.H.|[Chaopoe (.0N.] 3anuee E.A.| Boakoe A.B. ﬂ
Bonpoc 1 0.857 1.000 0.4 1.000 0.857
Bonpoc 2 1.000 0.733 0.568 0.75 0.545
Bonpoc 3 0.75 [ 0.652 | 0.000 0.703 0.42
Bonpoc 4 0.913 [0.9T3 | 0.717 [0.595 ] [0.89 ]
Bonpoc 5 0.725 0.657 0.000 0.5 0.471

] |

2 Messages
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Possible cases of trainee’s answer and their interpretation

Case 1.

Case 2.

Case 3.

Incomplete answer when for all words and their combinations
from trainee’s answer the prototypes in the most similar
«correct» variant were found but for some words of correct
answer no prototypes in the trainee’s answer were found.

Not-nil value of similarity with the object from the correct
answer’s USNL’s formal context will be only for missed word
syntactically submitted to some other word presented both
i analyzed and <«corrects variant.

Orthographic errors (which are admissible) when a word
from trainee’s answer and a word from the variant of correct
answer are the same word’s different forms admissible within
the frameworks of the same known lexico-syntactic link.

«Fxcess» words when the analyzed answer has a words which
hasn’t prototypes in «correct» answer’s «variant».

In this case the trainee’s answer will not be considered
as incorrect only if the «excess» words don’t appear in any
lexico-syntactic link presented in system’s knowledge base.
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What requires the separate research ?

@ In offered USNL’s conception all kinds of links between main and
dependent word were assumed as equally significant.

To apply such estimations in the tasks of testing of knowledge relatively
to concrete subject areas it is necessary to re-define the affinity
of NL-usage’s situations from viewpoint of fuzzy logic.

@ Here the systems analysis of structure of professional knowledge
for the specific area is necessary for the description of membership
functions of fuzzy sets.

@ DuquenneGuigues set of implictions of NL-usage situation’s formal
context can be a basis of development of strategies and rules of syntactic
analysis.

@ The offered conception of phrase’s linear structure’s model can be more

versatile at applying the probabilities of coexistence of words in texts
related to given subject area and genre.
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