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Open test and rational sense transfer

Knowledge unit estimated by means of open form test assignment

Is defined by a set of natural-language phrases equivalent-by-sense
(i-e. semantically equivalent) relatively to the subject area considered.

Optimal sense transfer

Is provided by those phrases from initial set of equivalent-by-sense which are
of minimal character length under a mazimum of words most frequently used
in all initial phrases.

4

Main problems

@ to extract knowledge units from the texts of topical corpus;

@ to select texts for the corpus by analyzing the relevance to initial phrase.
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The main problems of formation of topical corpus for open tests

@ The selection of texts for the corpus, as a rule, is subjective and depends
on expert.

Q When choosing criterion for the selection of texts it is necessary to respect
both the level of difficulty of the text and its significance for the formation
of test on the specified fragments of expert knowledge
(for example, from the point of view of thematic rubrication).

Q In general case, the significance of text in the problem to be solved is
unrelated to the image representing the initial phrase in the analyzed texts,
and may guide the selection of the measure of affinity to initial phrase.

Q ltself, the initial phrase only in a few cases meet the standard
for comparison.
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The image of initial phrase in the analyzed text

9 In analyzed text a fragment, which corresponds to image component, can
be identified with some semantic relation of words in initial phrase.

@ The coupling strength of words of each such fragment is always greater
than between any word from given fragment and a word not related to it.

@ For terms prevailing in corpus, a combinations with a general vocabulary
can be related to the extracted image component only at presence
of fragments with a greater coupling strength of words.

@ Generally not be required the presence of strictly predetermined part
of components of image of initial phrase in text.

The image extraction for initial phrase in texts selected to corpus

@ Analysis of occurrence both for separate words, and for their combinations.

@ Estimation of coupling strength of words relatively to text and corpus.

V.
Main purpose of research

To study variants of numerical estimation for coupling strength of words and
how to apply them for extraction of image components for initial phrase.
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Extraction of word combinations

@ frequency of L-grams (according to C. Shannon);

9 frequency and filtering by tags;

9 expected value and dispersion.

Estimation methods for statistical significance of word combinations:

o Student’s ¢-test;
@ Pearson’s chi-squared test (x?);

@ likelihood ratio test.

9 The syntactically marked text corpus is required here to extract bigrams
associated with the word combinations.

@ A syntactic marking of corpus texts cannot be fully automatized and
requires considerable time.

@ Existing corpora in most cases are not contain the required information
about bigrams from analyzed texts.
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Estimation variants for coupling strength of words

Q Significance estimation for word combinations extracted from a text
containing n phrases [Biemann C., 2004]:

sig (A, B) = z — klog(z) + log k!, (1)

where x = %b; a, b and k are the numbers of phrases containing the words
A, B and A simultaneously with B, respectively.

Disanvantages:

o for correctly application of the estimation (1) each of words from pair (A, B)
must be at least in one phrase from analyzed text;

o as ideologically close to G-test for Poisson distributions, the estimation (1)
may be inaccurate if the expected number of phrases in document is less then 5.

Q@ Estimation for coupling strength of words applied in Distributive-Statistical
Method of Thesaurus Construction [Moskovich W., 1971]:
k

Kav = ?

To prevent divising by zero when A and B not occur in phrases of analyzed
text separately one from another the value in denominator of formula (2)
has to be increased on 1.
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Document ranking by relevance to the initial phrase

Let
D be an initial text set.

X be an ordered descending sequence of nonzero sig (A, B) or Kap
relatively to document d € D for pairs of words (A, B),
to which a syntactical links in initial phrase are correspond.

Hi,...H, be the sequence of clusters as a result of splitting the initial X
by means of algorithm close to FOREL class taxonomy algorithms.

As the mass center of cluster [; the arithmetic mean of all z; € H; is taken.
The document ranking function here can be defined as

K (d)
Ks (d)

W (d) = Kx (d) = K (d), (3)

where K7 (d) is the total «strength» of all links (A, B)
that were found in the initial phrase relatively to d;

K (d) is the total «strength» of links related to the cluster H;
of greatest values of coupling strength.
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Forming the annotation

Let

D be clustered by analogy with X, but according to the values of function (3);
D’ C D be the cluster of greatest values of (3).

Using the terminology of information retrieval, let’s name further the search
of phrases closest to initial in documents d € D’, as the forming of annotation.

Variants for phrase selection to annotation

@ using the number of links found in the phrase and related to cluster [;

9 using the total «strength» of mentioned links.

Closest approaches

@ Search for fuzzy duplicates of documents, where the similarity measure
for pair of documents is calculated as the ratio of number of common
fixed length substrings (in our case this length would be equal to two)
to document size (in words) [Manber U., 1994; Heintze N., 1996].

@ Unlike Yandez algorithms of contextual annotation [Yandex, 2008], one
annotation is formed here for several documents at once.
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Document ranking by analysis of n-grams on syntactic links of words

Let L be a sequence of bigrams which are the pairs of syntactically linked
words (A, B) of initial phrase, ordered descending by the value of coupling
strength relatively to some document d € D, {(A1, B1), (A2, B2)} C L(d).

Definition 1
A bigrams (A1, B1) and (Az, B2) be a part of the same n-gram 7" C L (d) if

((Al = A2) Vv (Bl = B2) Vv (A1 = Bg) Vv (B1 = A2)> = true.

The total coupling strength for words of T relatively to d can be estimated as

S [s: (@)

N(7,d) = (4)

where S; (d) is the coupling strength of words of i-th bigram relatively to d;
o(Si (d)) is the root-mean-square deviation of mentioned value;
len (7") is the length of n-gram 7' (in bigrams).

Let’s denote further the set of n-grams {7": T'C L (d)} as T (d).
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Ranking function and forming the annotation

Let D be an initial text set.

Ranking function for documents d € D, which estimates the found n-grams:

1 minTeT(d) N T, d

W (d) = W[ S ON(T, d)][hr(d)\ ~ max len (T)] N((T d)). (5)
TeT(d) maxXrer(d) s
The set D is clustered according to the values of function (5).
Let D' C D be the cluster of greatest values of estimation (5).
Similarly, according to the values of (4) the set T (d) for Vd € D’ is splitted.
Let T’ (d) be the cluster of greatest values of estimation (4) for given d.
For each phrase s of each document d € D’ the estimation
Q(s):]{web: EITGT’(d),beT}‘ (6)

is entered as a basis of clustering the whole set {s: s € d|de D'}.

Annotation phrases

Form the first cluster from obtained according to the values of estimation (6).
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Selecting the experimental material

The main criteria

@ The initial phrases should be formulated independently from each other by
different experts.

9 The initial text sets should allow for comparison the initial phrase’s images
extracted in analyzed texts on the basis of coupling strength and TF-IDF
of words of initial phrase that are found in phrases of these texts.

9 The fullest and evident illustration of extraction from texts the usage
contexts both for terms, and general vocabulary by means of which
synonymic paraphrases of initial phrase can be formed.

@ The number of phrases in text document must be at least 5.

Dmitry Mikhaylov (Dmitry.Mikhaylov@novsu.ru) 11/28


mailto:Dmitry.Mikhaylov@novsu.ru

Initial text set for experiment: the first variant

@ Vestnik of the Plekhanov Russian University of Economics
(VPRUE, 1 paper);

@ The annual «Filosofija nauki» (Philosophy of Science) (PhSc, 1 paper);

@ materials of the 4'" All-Russian conference of students, post-graduates
and young scientists «Artificial Intelligence: Philosophy, Methodology,
Innovations» (Al PhMI, 2010, 3 papers in Part 1 and 1 paper in Part 2);

@ matherials of the 7" Conference Al PhMI (2013, 2 sectional reports and
1 plenary report);

@ matherials of the 8" Conference Al PhMI (2014, 1 plenary report);

@ matherials of the 9" Conference Al PhMI (2015, 1 paper);

@ Taurida journal of computer science theory and mathematics
(TJCSTM, 1 paper).

4

The number of words in documents of initial set varied here from 618 to 3765,
and the number of phrases per document varied between 38 and 276.
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Initial Russian phrases for expert knowledge units

Ne Initial phrase

1 Onpedeaernue modeau npedcmasaeHUus 3HAHUT HAKAGAODIBAEM 02PAHUYNEHUS HG 6DLO0D
CO0MBEMCMBYIOULE20 METAHUSME AO2UNECKO20 B8bi800a.

2 I1o0 3HAHUEM NOHUMAEMCA CUCTNEMA CYHCOEHUT C NPUHYUUNUAALHOT U eduHOT opza-
HU3AYUET, 0OCHOBAHHAL HA 00BEKMUBHOT 3GKOHOMEPHOCTNU.

3 C mouku 3peHus UCKYCCMBEHH020 UHMEALEKMA 3HAHUE ONPEIEAAEMCH KAK HOPMasu-

3068aHHAA UH&O[)MG.MU.}Z, Ha KOMopyro CCHLAGIOMCA UAU UCNOAD3YIOM 68 NPOUECCE N02U-
YecK020 6b.600a.

4 Darmol 06bMHO YKAZBIBAIOM HA TOPOULO U3BECHBIE 00CNOAMEALCMEA 8 daHHOT Nped-
Mmemmuot obaacmu.

5 Depucmura 0CHOBBLEAEMCA HA COBCTNEEHHOM ONBIME CNEYUAAUCTG 8 0aGHHOT Npedmem-
HOT 00AGCTNU, HAKONAEHHOM 8 PESYALMAME MHO2OAEMHET NPAKMUKU.

6 MemasHarus mMo2ym KaCAMBCA CB0TUCME, CMPYKMYPDL, CROCOO08 NOAYHEHUSA U UCTLOND-
308aHUA 3HAHUT NPU PEWEHUYU NPAKMUYECKUT 3040aY% UCKYCCTNEEHHO20 UHMEALEKMA.

7 O0dnopodnocmdb npedcmasaenus 3Harul NPueodum K YnpouLeHu0 METAHUIMAE YNpae-
AEHUS NOZUECKUM BDLE000M U YNPOULEHUIO YNPABAEHUSL SHAHUAMUY.

8  OMAUNUMEADHBMU YEPMAMU AOZUYECKUT MOJEAET, ABAAIOMCHA €OUHCTNEEHHOCMb MEo-
PeMUMECK020 0060CHOBAHUA U BOZMOHNCHOCTNG DPEAAUIAUUL CUCTNEMBL HOPMAALHO MO~
HOET onpedeseHutl u 6v680006.

9 3wk npedcmasaerus 3HaHul HG 0cHO8E PPetimo60tl modesu Hauboaee dPPermuser
0AA CMPYKMYPHO20 ONUCAHUSA CAOHCHBLT NOKAMUL U PeweHUs 3a0a4, 6 KOMOPuLT 6 Co-
0MBEMCMBUY, C CUMYAUUET HCEAAGMEALHO NPUMEHAMD PA3AUNHBLE CROCOOBL 6616004,
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Initial text set for experiment: the second variant

@ Taurida journal of computer science theory and mathematics
(TJCSTM, 3 papers);

@ Proceedings of International conferences «Intelligent Information
Processing» 11P-8 and 1IP-9 (2 papers);

9 Proceedings of All-Russian Conference with International Participation
on Mathematical Methods for Pattern Recognition (MMPR-15, 1 paper);

@ Proceedings of the Conference MMPR-13 (2 papers);

@ Proceedings of the Conference MMPR-16 (14 papers);

@ Proceedings of the Conference IIP-10 (2 papers);

9 the text of a scientific report prepared in 2003 by Dmitry Mikhaylov.

Remark

|

The number of words in documents of initial set varied here from 218 to 6298,
and the number of phrases per document varied between 9 and 587.
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The scope of selected papers for the second variant of initial text set

@ mathematical methods for learning by precedents (K. Vorontsov, M. Khachay,
E. Djukova, N.Zagoruiko, Yu. Dyulicheva, I. Genrikhov, A.lvakhnenko);

@ methods and models of pattern recognition and forecasting (V. Mottl, O. Seredin,
A. Tatarchuk, P.Turkov, M. Suvorov, A. Maysuradze);

@ intelligent processing of experimental information (S. Dvoenko, N.Borovykh);

@ image processing, analysis, classification and recognition (A. Zhiznyakov,
K. Zhukova, |. Reyer, D. Murashov, N. Fedotov, V. Martyanov, M. Kharinov).

Some technical details

@ To calculate the offered estimations the lemmatization of words was performed
by the function getNormalForms from the Russian Morphology for lucene.

@ The syntactic links are extracted according to the rules employed in paper [Tsarkov S.,
Natural and Technical Sciences, 2012, Ne 6].

@ Sentence boundary detection by a punctuation character marks was implemented with
attraction of pre-trained model of classifier created by means of Apache OpenNLP.

@ Training data for sentence boundary detector were the tagged sentences from Russian
newspaper texts represented in Leipzig Corpora (2010, total 10° phrases).
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Initial Russian phrases for expe

N
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knowledge units

Initial phrase

Hepeobyuenue npueodum ¥ 3GaHUNCEHRHOCTNY IMNUPULECKOZ0 PUCKA.
IHepenodzonka npusodum K 3aHUNCEHHOCTNU IMNUPULECKOZ0 PUCKA.
IHepenodzonka cayscum npuvuHOl 3GHUNCEHHOCTIU IMNUPUYECKO20 DUCKG.

Banuatcenrnocmo IMNUPUYECKO20 PUCKA ABAAEMCA PE3YADLMAINOM
HEAHCENAMENDHOT nepenodeomcu.

IHepeycaooichernue modesu npusodum K 3GHUNCEHHOCTNU
cpedneti owubku 1o mperuposounol evbopke.

Iepenodzonka npueodum % YBeAUMEHUIO YACTNOMB, OWUOOK
depesa NPUHAMUA peueHuli Ha KOHMPOALHOU 6bbopKe.

Ilepenodzonka npusodum K 3aGHUHCEHHOCTNU OUEHKU
wacmomo, OWUOOK GA20PUMMAE HG KOHMPOALHOU 6bi60pKe.

Banusicennocmy oueHKY, oOWUbKY Pacno3Ha8aHUA
€8A3GHA C 8bLOOPOM NPABUAL NPUHANMUA PEWEHUT.

Pocm wucaa 6a308u0x Kaaccuduramopos 6edém K npaKmuvecky
HE0ZPAHUNEHHOMY YBeAUMEHUIO 0bobwatoweti cnocobrocmu
KOMNO3UYUY AA20PUMMOS.
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Example for initial phrase Ne8, Mathematical Met

Selected phrase Expressed relations The «most strong» Kind of
links estimation
M. Khachay, MMPR-16
Cucmemn, ozpanuvwenuti, sosnu- Relation between generali- pacnosnasanue — c, Kap
xarouyue 6 sadawar npunamusn zation of classic concepti- npunamue — pewenue

pewenuti, onmumusayuu, pacno- on of decision and a choice
snasanun obpasos u anasusa wa- of decision-making rule
CTO  ABAAWMCA HECOBMECTLHDBL-
MU, NOJPABYMEBAIOULUMU TE UAU
uHbvle NodTodv. K UL KOPPERUUU,
ceaszannoli ¢ obobuenuem raac-
CUMECKO20 MOHAMUA PEUEHUA

Coepemennan meopuna womu- Relation of the concept of re- Kap
memnuzr pewenulli u mecno cognition mentioned in ini-
ceasannbvir ¢ Humu womumem- tial phrase with the concept of
Hux memodose obyuwenun pacno- (machine) learning
anaeanulo onupaemca Ha HyH-
damermanvHoLe pesyavmamot,
noaywennvie Ba. . Masyposvum

Yu. Dyulicheva, TJCSTM 2003 Ne2

Dmnupuveckuts pewarou,uii aec Consideration of decision pacnosnasanue — c, sig (A, B)
nosvicun sppexmuenocms pacno- tree and decision forest as npuramue — pewerue

snaeanun obsexmos, He ywacm- a ways to represent decision-

eosaswuxr paree 6 obywenuu, making rules

no cpasHeHuro € 0OHUM PEULAIO-

wum Jepeeom, NPU UCNOABLIOBA-

HUU 00HO20 U MO20 diICE KpumMe-

pua eemeneHusn

Were colored here:

Kap — if phrases were found only on a maximum of the «most strong» links;

K ap, sig (A, B) —if phrases were found both on a maximum of these links, and on their total strength.
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Example for initial phrase Ne9, Mathematical Methods for Learning by Preceden

Clusters by TF-IDF for phrases selection | Estimation | The «most strong» links

K. Vorontsov, TJCSTM 2004 Nel, Yu. Dyulicheva, MMPR-13
words presented in clusters

H, anzopumm,

obobwamv, cnocobrocms yeeauwernue — obobusamo,
H,ﬂ/z %, Kaaccupuramop, Kap YBEAUUEHUE — CNOCOOHOCTMD,
yseauserue obobwamsd — cnocobrocmd
H, secmu
K. Vorontsov, MMPR-15, K. Vorontsov, TJCSTM 2004 Nel
words presented in clusters
H, anzopumm
H,./>| pocm, KomMnosuyus sig (A, B) | o6o6wams — cnocobrocmov
H, HE02PAHUMEHHVLTL,

6a306b1l, YBEAULEHUE

For comparison: the phrase selected by TF-IDF and not revealed by sig (A, B): Hauboaee
obuLan MEoPUA ANZOPUMMUHECKUT KOMNO3UUUT paspabomana 6 anrzebpauieckom
nodzrode K NOCMPOEHUIO KOPPEKMHBT QAAZOPUMMOS, NPEOAOHCEHHOM AKAOEMUKOM
PAH IO. U. 2Kypasaésvim 1 aKmMueHo pa3deusaemom €20 YHeHUKAMU.

Not related to the «most strong» links here: kKomnosuyus — areopumm, eecmu — %

Dmitry Mikhaylov (Dmitry. aylov@novsu.ru)

18/28


mailto:Dmitry.Mikhaylov@novsu.ru

Selection the relevant phrases: comparison with the decision based on TF-IDF

N21|2|3|4|5|6|7|8|9 1|2|3|4|5|6|7|8|9
phrases selection according to TF-IDF selection by the number
of words of initial phrase of the «most strong» links for sig (A, B)
N|1|1|1|1|3|2]|4]1]40|] 1|1 ]|11|11]| 5 |20]| 9 |10 19
Ni| 1 1 1 110]0|0]0]|7 1 1 1 2 0 1 0 0 2
No| 0|1 1 113]0]0]0]6 0 1 1 1 1 1 1 0 1
Nz|O|[O]O|O]|1 1 (1]0{S8 0 0 4 4 0 0 5 1 7
selection by the number selection by the total «strength»
of the «most strong» links for Kap of the «most strong» links for sig (A, B)
N |1 |1 ]|15|15|5 11|11 ] 1 9 (9|1 |1 ]|1]|1]6 3 8
Ni|1]|]1]3[2]0]0|0]0]1 0OJ]o0O|O|]O|]O]O|O]O 0
NolOo|1]|2|2[1]9]0]0]1 0OJ]o0O|O|]O|]O]O|O]O 0
Ns|oOo|Jo|7|4]0]4]|0|1]O0 ojojOoO|1|]O0O]|O|1 1 2
ction by the total «strength»
«most strong» links for Kap N is the total number of selected phrases;
N |10[{9|2|2(|8]6|22]1 N1 is the number of phrases representing
Ny ojoflOf[1]0f0fO0O]1 the linguistic expressional tools;
NylOfO]J]O|O|1]4|O0fO]1 N5 is the same for synonyms;
Ns|f1|lo|1flOo|1|2|0]2]0 N3 is the same for conceptual relations.
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Example for initial phrase Ne9, Philosophy and Methodology of Knowledge Engineerin

Clusters for phrases selection according to TF-IDF of words of initial phrase:
A. Yankovskaya, TJCSTM 2004 Nel, words presented in clusters

Hq pasautHoLl

H, o npumerams, modeasv, Hauboaee, CUMYAUUA, COOMEEMCMEUE

H, c, pewenue, noramMUeE, CAOHCHBLT, KOmMOPWLl, 6v600, dpelimosvit, Ha,
sadawa, 6, u, ocHosa, dasa, 3HAHUE

Documents which are the best in criterion (3), and links of words from initial phrase:
Estimation | The «most strong» links for phrases selection
V. Rusanov, VPRUE 2012 Nel

Kap ABBIK — Ha, A3BLK — CAOICHLL, MHA — OCHOBa, NPedCcmasaeHUe — C,
Asvlk — Pppetimoswiti, npedcmasaenue — 68, npedcmasaerue — OAA,
npedcmasaeHue — NOHAMUE, A3BIK — OCHOBQ

sig (A, B) A3BLK — HA, HQ — OCHO6Q, A3bLLK — CAOJHCHLLU, A3vK — Ppeltimosuli, ocHosa — C

V. Lektorskiy, Al PhMI, 2014

Kap Aswvlk — 3adava, npedcmasaenue — cnocob, ocnosa — modeasv, modeav — OaA,
M00end — NPUMEHAMD, CA0dICHLLU — NOHAMUE, 6 — 3HANUE,
onucarue — NPUMEHAMY, PEWEHUE — PASAULHLLY, MG — ONUCAHUE

H. Krymskaya, Al PhMI, 2010

Kap | pewenue — 3adana, pewerue — ¢, 3adana — 6, HA — peweHue, peuenue — 0
A. Yankovskaya, TJCSTM 2004 Nel

sig (A, B) | Ha — ocHnoea, pewenue — sadaxa
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Example for initial phrase Ne9, Philosophy and Methodology of Knowledge Engineerin

Selected phrase Expressed relations Estimation
V.Rusanov, VPRUE 2012 Nel
Cneyupura cmpyxkmypro-ppetimosoti opza- Relations among the groups of concepts com- K 45,
Husayuu cocmoum 6 mom, wmobw 6o Ppeti- plex conceptual construction — complex A, B)
me (a on npedcmaeasem cobotli docmamow- concept — inner interpretation and struc-
HO canooicHylo  Komuenmyaavrylo woncmpyr- tural description — knowledge represen-
wurto, sanucanwnyro cpedcmeamu npozpamm- tation language

Hol wacmu ewvucaumeavroli (undopmayuon-
Hol) cucmemvl) 6Ce NOMHAMUA, OMHOCAULUE-
ca ® oxeamueaemoti danHvim Ppetimom nped-
UMEAU BHYTLPEHHIOIO

memnoti obracmu, UH-

mepnpemanuro, m.e. bviau HAlEAEHBL CMDBLC-
NOM HA COOMBEMCMBYOULEM A3bLKE NPedCmMac-

nerHus 3Harull

Dpetimosve cmpyskmyps. peaausyromca Ha ba-
3€ A3VIKOE NPOZPAMMUPOSAHUA 6bLCOKO20 YPOBS-
HA, MO36OAANOULUL “enosery pabomambv ¢ uH-
dopmayuornroli cucmemoli, UCNOAL3YA AUHZ-
seucmuveckue cpedcmea, bauskue K A3WUKY
Mmeoicuenoseweckozo obwenus

Were colored here:

Relation among the concepts of structural
description and high-level programming
language; periphrase na ocnose <= na 6a-
se

sig (A, B) —if phrases were found only on a maximum of the «most strong» links;
— if phrases were found only on a total strength of the «most strong» links;
Kap — if phrases were found both on a maximum of these links, and on their total strength.
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Selection the relevant phrases: comparison with the decision based on TF-IDF

1|2|3|4|5|6|7|8|9 1|2|3|4|5|6|7|8| 9

Ne
phrases selection according to TF-IDF selection by the total «strength»
of words of initial phrase of the «most strong» links for Kap
N |5 |8 |14|9|1]|1|29|5|10] 1 |12|15]|1 |1 ]|2]|2]1 11
NijfOo]JO|[O|O|]O]O|1]O]O O|1]|]1]0]|]1]0|O0]|O 1
NojfoJo|1]|]OoO|1]O|1]O0]O 0J]0|JO0O|O]|]1]O|O]|O 2
Ng|l2|1|0|1]0]|]0|1]0]|O o|1|]1|]0]|]O0OjO|1]|O 4

selection by the number selection by the number
of the «most strong» links for K of the «most strong» links for sig (A, B)

S

N|2|4a|1|3|2|1]|6|1]|5]|3]2|32[1]2]1]|18]1 3

Nilo|1|of1]|2|1]o|lo]joflo]lo]ojojo|lo|1]oO 0

Nolo|o|lof2]2|1]o]lo]jo]o]o ojlojo|lo]o 0

Ns|1|l2]o]oflojo|l2fo|1|1|2|1]0]o0o]jo|2]o0 1
Here

N s the total number of selected phrases;

N is the number of phrases representing the linguistic expressional tools;
N5 is the number of phrases representing synonyms;

N3 is the number of phrases representing conceptual relations.
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Comparison of n-grams and links most significant for phrases selection

(maximum of number of the «most strong» links for K 4p)

Words which are not entered in most significant

No. links n-grams
of initial
phrase
Philosophy and Methodology of Knowledge Engineering
3 c, ungpopmayun, komopuii, Ha mourKa, 3peHUA
4 68, paxm, dannwvili
6 npu
9 rwomopuwil, 6v600, cMpPYyKMypHuLil,
coomeemcmaeue, paS./l/U/%HM'Il, CnOCOE,
cumyayua
Mathematical Methods for Learning by Precedents
3 3aHUICEHHOCMD
4 BAHUNCEHHOCMb, ABAAMBCA

In given illustration the comparison is made for those documents which were
related to the most relevant for initial phrase at usage of both (3), and (5)
variant for ranking function.
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Comparison of n-grams and links most significant for phrases selection

(maximum of number of the «most strong» links for K 4p)

Ne|1|2|3|4|5|6|7|8|9 1|2|3|4|5|6|7|8|9
by mazimization of number by analysis of n-grams
of the «most strong» links for Kap on the found links of words
Philosophy and Methodology of Knowledge Engineering
N |[2]|4 1 3121 |6]|1]5 2 1 2 4 6 1 6 2 1
Ni| O] 1]O0 112|110 [0]O0 0 0 0 1 1 0 1 0 0
Nojfojo|JOo|2|2]1]0|OjO]JlOjJO|O|2]4|]0]0]0]0O0
Ngl1|2|]0|0|O0O]O]2]|0]1 oO|1|2]|2|5|1]2]0]1
Mathematical Methods for Learning by Precedents
N |11 ]|15|15|5|11|1|1]1 2|41 |1 |3|1]2]|1]1
Nyjf1]1]3|2|0]0]0|0]1 oO|l1|1|1]0[O0O|O0O]O]O
NojfOoj1]2|2|1]9]|]0|0]1 ojoj1|1|3]1|0]O0]O
Ns|O|O|T7|4]0]4]0]1]0 1 2 0 0 0 1 0 1 1

Here:

N s the total number of selected phrases;

N1 is the number of phrases representing the linguistic expressional tools;
Ny is the number of phrases representing synonyms;

N3 is the number of phrases representing conceptual relations.
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Alternative solution: the search of relevant phrases on a ready syntactically

marked text corpus

Words and their combinations for phrases selection from Russian National Corpus:

Ne Words and their combinations Ne Words and their combinations

Philosophy and Methodology of Knowledge Engineering Mathematical Methods for Learning by Precedents

1 wmodeav — npedcmasaenue — 3HaHUue, 1 nepeobyuwenue, amnupuveckull — puck
MeTraHUuU3IM — aozuveckull — GMEDa

2  cucmema — cyowcdernue, 2  asmnupuveckull — puck

06sexmueHbLl — 3AKOHOMEPHOCTD

3 npouyecc — nozuveckull — 6v.600 3  smnupuweckull — puck

4 dannwti — npedmemnuti — obaacmo 4 smnupuweckull — puck

5 sepucmuxa, 5 owubra — cpednuli
dannwuti — npedmemnuvti — obaacmos

6 wmemasnanun, ceolicmeo — 3HaHUE, 6 wacmoma — owubka,
cmpyxmypa — 3naHue, KOHMPOALHBLLU — 6vbopKra
cnocob — noaywenue — 3HAHUE,
cnocob — ucnoav3oeanue — 3HAHUE,
3adana — UCKYCCMEBEHHBLY — UHMEAAEKT

7 npedcmaeanenue — 3naHue, 7 ouewnxa — wacmoma,
ynpasaeHue — 6uv.600, KOHMPOALHBLLU — 6vbopKra
METAHUSM — nOZULECKUT — 6bL600,
ynpasaeHue — 3HAHUE

8 meopemuveckuti — obocHosaHue — modeav, 8 owubra — pacnosnasarue,
nozuveckul. — mModeab, cucmema — 6v.600, NPAsUAO — NPUHAMUE — PEULEHUE
cucmema — onpedenerue, MoOUHul — 66,600

9 Aswrk — npedcmaenenHue — 3HAHUE, 9 basoewnl — waaccupuramop

Ppetimosviti — modeav, cnocob — 6v600
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Selection the relevant phrases from texts of Russian National Corpus

w [ 11 21514 s Te 71 s o
Philosophy and Methodology of Knowledge Engineering

N 13 67 2 15 29 30 79 224 20
Ny 0 0 0 0 0 0 0

No 0 0 0 0 0 0 0

N3 2 5 0 1 1 2 3 2 2

Mathematical Methods for Learning by Precedents

N 56 1 1 1 24 17 21 5 2
Ny 0 0 0 0 0
Na 0 0 0 0 0
N3 0 0 0 1 0

Here:

N is the total number of selected phrases;

N; is the number of phrases representing the linguistic expressional tools;
N is the number of phrases representing synonyms;

N3 is the number of phrases representing conceptual relations.

Dmitry Mikhaylov (Dmitry.Mikhaylov@novsu.ru) 26/28


mailto:Dmitry.Mikhaylov@novsu.ru

Main conclusions

Q@ The main result of current work is the formation method for topical
corpus of texts relevant at described knowledge fragments to initial phrase
with extraction of its image components expressed in words and their
combinations.

Q In comparison with the search of such components on a syntactically
marked text corpus, the method for text selection offered in this work
enables a 15-times reduction (on average) in the output of phrases
which are irrelevant to the initial one in terms of either the described
knowledge fragment or its expression forms in a given natural language.

Q The improving of offered method by extraction of n-grams on the found
links of words increases the output of phrases representing conceptual
relations if the percentage of general vocabulary and terms of subject area
are comparable.
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What requires the separate research 7

Q@ Extraction the image components of initial phrase from texts by analysis
of occurrence of words from the cluster of greatest values of TF-IDF
together with the n-grams on the found links of words.

Q How to interpret the TF-IDF metrics for mentioned n-grams ?

© Estimation of precision of sentence boundary detection for different
variants of classifier training.
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