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Еще не кончилась вторая стража и на улицах было людно, но за городской стеной, 
на открытом месте, стояла мертвая тишина, снег падал все гуще, и прогулка за 
воротами никого не соблазняла.

Пройдя несколько шагов, Чжу Чжэнь оглянулся: все хорошо, следов не видно. То и 
дело озираясь, прокрался он на кладбище и перелез через ограду вокруг могилы 
девицы Чжоу. Но вот беда – смотрители кладбища держали собаку. Когда Чжу Чжэнь 
перелезал через ограду, собака его учуяла и, выскочив из конуры, залилась 
истошным лаем. Чжу Чжэнь, однако же, предусмотрительно запасся лепешкою, 
начиненной ядом. Как только раздался лай, он бросил за ограду лепешку. Собака 
подбежала, понюхала лепешку и мигом проглотила. Еще миг – и она взвизгнула, 
опрокинулась на спину и околела. Чжу Чжэнь подступил к могиле. Тут послышался 
голос одного из смотрителей:

– Эй, брат, что это – пес завизжал и тут же умолк? Странно! Уж не забрался ли вор? 
Сходи-ка, взгляни.

– А что у нас красть?

– Но почему же все-таки умолкла собака? Нет, не иначе как вор. Если ты не хочешь, 
я схожу сам.

Первый смотритель накинул халат, взял пику и вышел из караульни.

At the second watch, late at night, Zhu Zhen said to his mother, “When I come 
back, I’ll knock at the door. Be sure to open it for me.”

For all the hustle and bustle of the capital city, the open country in the suburbs 
was quiet and deserted. Moreover, few would venture out into the snow at this 
time of the night. After leaving the house, Zhu Zhen looked back and saw no 
footprints. He then wended his way to Miss Zhou’s grave. Upon arriving, he 
stepped over the lowest point in the fence wall, but, unfortunately for him, the 
grave keepers had a dog. At this point, it emerged from its straw kennel to bark at 
the intruding stranger. Earlier in the day, Zhu Zhen had prepared a piece of fried 
dough and stuffed some drug in it. He now tossed the dough to the barking dog. 
The dog sniffed at it and, liking the aroma, ate it up. The very next moment, the 
dog gave a bark and collapsed to the ground. As Zhu Zhen drew near the grave, 
Second Brother Zhang, one of the grave keepers, cried out, “Older brother! The 
dog barked once and then stopped. That’s strange! Could there be something 
wrong? Why don’t you go take a look?”

His brother said, “Why would a thief want to steal anything from us?”

“The dog gave one loud bark and stopped. Yes, there just may be a thief around. 
If you don’t go, I will.” He rose, threw some clothes over his shoulders, and went 
out, a spear in hand.

(The Fan Tower Restaurant as Witness to the Love of Zhou Shengxian, from 
Stories to Awaken the World (Xingshi Hengyan); translated by Shuhui Yang and 
Yunqin Yang)

…The open country in the suburbs was quiet and deserted. Moreover, few would 
venture out into the snow at this time of the night. After leaving the house, Zhu 
Zhen looked back and saw no footprints. He then wended his way to Miss 
Zhou’s grave. …Unfortunately for him, the grave keepers had a dog. At this 
point, it emerged from its straw kennel to bark at the intruding stranger. Earlier in 
the day, Zhu Zhen had prepared a piece of fried dough and stuffed some drug in 
it. He now tossed the dough to the barking dog. The dog sniffed at it and, liking 
the aroma, ate it up. The very next moment, the dog gave a bark and collapsed 
to the ground. Zhu Zhen drew near the grave…

The Fan Tower Restaurant as Witness to the Love of Zhou Shengxian,
from Stories to Awaken the World (Xingshi Hengyan); translated by Shuhui Yang and Yunqin Yang

…The open country in the suburbs was quiet and deserted. Moreover, 
few would venture out into the snow at this time of the night. After 
leaving the house, Zhu Zhen looked back and saw no footprints. He 
then wended his way to Miss Zhou’s grave. …Unfortunately for him, the 
grave keepers had a dog. At this point, it emerged from its straw kennel 
to bark at the intruding stranger. Earlier in the day, Zhu Zhen had 
prepared a piece of fried dough and stuffed some drug in it. He now 
tossed the dough to the barking dog. The dog sniffed at it and, liking the 
aroma, ate it up. The very next moment, the dog gave a bark and 
collapsed to the ground. Zhu Zhen drew near the grave…
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Topic Modeling
Topic modelling assumes that there are a number of latent topics which explain 
the text collection.

Topic models are statistical models which are usually employed for unsupervised 
text analysis. Topic modelling assumes that there are a number of latent topics 
which explain the collection. Following the convention, we will denote the number 
of documents by D, the number of topics by T and the size of vocabulary by W.

The topic model is trained by inferring two probability distributions: the 
``word-in-topic`` distribution (colloquially referred to as $\phi_{wt}: = p(w \mid t)$ or 
as an column of a stochastic matrix $\Phi$ with the shape $W \times T$) and the 
``topic-in-document`` distribution (colloquially referred to as $\theta_{td} := p(t \mid 
d)$ or as a row of a stochastic matrix $\Theta$ with the shape $T \times D$).

Text collection
D (num docs), W (vocab size)

Matrix of word-in-document 
relative frequencies

Matrix of word-in-topic 
probabilities

Matrix of topic-in-document 
probabilities

Input Output

Take some T (num topics)

Bag of words

Konstantin Vorontsov, Probabilistic Topic Modeling (in Russian). 3 / 17
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Topic
model

Problems of Topic Models

Interpretable

Uninterpretable

Topics

● china, portugal, casino, pataca, st. paul, serradura
● machine learning, intelligent systems, model, 

recognition, prediction, analysis
● autumn, yellow leaves, cool weather, wind, rain, school

● dinosaur, maths, sun, suspicion, quick, small
● i, she, go, to, take, with, call, say
● teacher, teach, school, taught, teachers, lesson



Problems of Topic Models

Art

Biology

History

Text collection

Painting

Literature

Botany

Zoology

Paleontology

Mythology

Botany

Paleontology

Middle Ages

Extinct animals

Zoology

Introduced species

Music

Animalism

Heraldry

Literature

Still life

Sculpture

Topic 
modeling

(T = 3)

Topic models

Topic models are
1) unstable
2) incomplete

1) different models –
different topics

2) no model has all topics



Typical Topic Modeling Experiment Pipeline

while not is_good(topic_model):

set_parameters(topic_model)
train(topic_model, dataset)
assess_quality(topic_model)
analyze_topics(topic_model)
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Typical Topic Modeling Experiment Pipeline

while not is_good(topic_model):
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TopicBank: Collection of Coherent Topics
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Problem: 

● Huge number of experiments to 
find best topic model.

● Found good topics may be lost.

Solution:

● Save found topics (good and, 
optionally, bad) in the topic bank.

● Use topic bank to validate newly 
trained topic models.



Proposed Methodology
for i in range(N):
    set_parameters(topic_model)
    train(topic_model, dataset)
    good_topics = analyze_topics(topic_model)
    add_topics(topic_bank, good_topics)

while not is_good(topic_model):
set_parameters(topic_model)
train(topic_model, dataset)
assess_quality(topic_model, topic_bank)

assess_quality(best_topic_model, human)
analyze_topics(best_topic_model, human)

TopicBank creation:
● Input: dataset
● Output: topic bank

TopicBank application:
● Input: dataset, topic bank
● Output: topic model (best)
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TopicBank creation:
● Input: dataset
● Output: topic bank

TopicBank application:
● Input: dataset, topic bank
● Output: topic model (best)

● Automatic or semi-automatic evaluation of the quality of new topics 
(topic coherence).

● Evaluation of the dependencies between new topics and the topics 
of the topic bank (two-level hierarchical topic model).

● Good topics can be added to the topic bank if the topics of the topic 
bank remain different.
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TopicBank Creation: Dependencies Between Topics

Possible relationship types 
between model topics and 
topics in the topic bank:

1) merging topics
2) no child topics
3) no parent topics
4) splitting topic
5) remaining topic

Botany Zoology

Biology
Literature

Music

Art

Mythology
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Proposed Methodology
for i in range(N):
    set_parameters(topic_model)
    train(topic_model, dataset)
    good_topics = analyze_topics(topic_model)
    add_topics(topic_bank, good_topics)

while not is_good(topic_model):
set_parameters(topic_model)
train(topic_model, dataset)
assess_quality(topic_model, topic_bank)

assess_quality(best_topic_model, human)
analyze_topics(best_topic_model, human)

TopicBank creation:
● Input: dataset
● Output: topic bank

TopicBank application:
● Input: dataset, topic bank
● Output: topic model (best)

Topic model topics are compared with the topics stored in the topic bank.
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TopicBank as Intrinsic Quality Measure

● The more the model managed to find good topics, the better.
● The distance between topics is calculated as jaccard distance.

sim(t1, t2) = 
|t1 ∩ t2|

|t1 ∪ t2|
=

+ +

+ +

w1

w2

w3

p(word | topic)

t1 t2 t1 ∩ t2 t1 ∪ t2

quality(model) = 

model bank
model
∩ bank

|model ∩ bank|

|model|
=

#

#

to
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Experiment

Goal:
Understand if the topic bank can be used to assess the quality of topic models.

Task:
Check if the topic bank allows to find the best model from a fixed set of models.

Plan:
● Take several text collections.
● Create a topic bank for each text collection.
● Take a set of topic models.
● Evaluate the quality of topic models on all datasets (using topic banks).
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Models

● PLSA: a simple topic model without any hyperparameters aside from T.
● LDA: a well-known topic model, having priors for Ф and Ө distributions.
● ARTM: a PLSA extension which can obtain topics with desired qualities.
● Arora, CDC: topic models with specific topic distributions initialization.

Hofmann, T. Probabilistic latent semantic analysis, 1999.
Blei D. M., Ng A. Y., Jordan M. I. Latent dirichlet allocation, 2003.
Vorontsov K. et al. BigARTM: Open source library for regularized multimodal topic modeling, 2015.
Arora S. et al. Computing a nonnegative matrix factorization – provably, 2012.
Dobrynin V., Patterson D., Rooney N. Contextual document clustering, 2004.
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Datasets

Datasets used in the experiments (|D| is the number of documents in a dataset). 
Preprocessing: lemmatization, stop-words removal.
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Results

The process of bank creation reaches saturation: no more new topics are added.

Some characteristics of the topic bank depending on the number of trained topic models: number of topics 
in the topic bank (left); perplexity of the topic bank as a topic model (right; the lower the better).
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Results

TopicBank managed to find the topic models with the largest number of 
interpretable topics (Arora and CDC).

Averaged over datasets model quality 
estimates calculated using topic banks. 
Horizontal axis is topic model. Vertical 

axis is an average proportion of model’s 
good topics calculated with the help of 

topic banks (the higher, the better).
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Conclusion
● TopicBank is introduced which is a “wrapper” over topic modeling that should accelerate the 

validation of newly trained topic models.
● Algorithm for automatically creating a topic bank for a given text collection is proposed.
● Experiment was conducted on real data, confirming the possibility of using TopicBank to 

assess the quality of topic models.

Possible future directions:

● Validate neural topic models with TopicBank.
● Investigate the possibility for faster TopicBank creation.
● Require that TopicBank itself should be a good topic model (low perplexity).

Publication: Alekseev V. et al. TopicBank: Collection of coherent topics using multiple model 
training with their further use for topic model validation //Data & Knowledge Engineering. – 2021. 
– Vol. 135. – p. 101921. – https://doi.org/10.1016/j.datak.2021.101921.

Code: https://github.com/machine-intelligence-laboratory/OptimalNumberOfTopics.
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