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2. Statement of the problem
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 is a set of objects of a given classs-conditional probability densities   p (x | )

 is a set of decisions on the objects |•  of a conditional distribution ( )
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     • Given 0, the rate-distortion function                    min ;     
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3. Basic lower bounds to the functions ( ) 
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( ) ( )ln ( )            is the entropy of the set  ,

( ) ( ) ( | )ln ( | )     is the conditional entropy of |  subject to   
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•  , 1     is a set  of classes, where  is a class for  reject
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4. Generalization for the scheme with reject       
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•    is a set of objects of the given classs-conditional probability densities   p (x | )

                   is a set of decisions on the object•  
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• Average mutual information is given by                                    ; ;   

• Average error
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5. Graphical interpretation 
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6. Ensemble of data sources
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2                          The curves of the lower bounds 
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   , two fusion schemes have been investigated, namely:

       by weighte

     

     
   

8. Experimental results 

For the multiclass NN and SVM classifiers

WMV scheme
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      The 

Error rates without reject Error rates with reject 

error rates in the ensemble are smaller than the error rates in the individual sources.

       GDM fusion scheme yields a profit in classification fidelity with respect to WMV scheme.

   

Sources  Fusion 

X_1 X_2 X_3 WMV GDM 

NN 0,0042  0,0010 0,0016 0,00004 0,00002 

SVM 0,0024 0,0027 0,0025 0,00020 0,00001 

Sources Fusion 

X_1 X_2 X_3 WMV GDM 

NN 0,0055 0,0145 0,0295 0,0035 0,0030 

SVM 0,0190 0,0500 0,0540 0,0080 0,0025 
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  The minimal average mutual information between a set of the objec

9. Conclusion
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ts and a set of the 

      classes has been defined as a function of a given admissible error rate.

This function is similar to the rate-distortion function for the known source coding scheme 

     

   

•

 with a given fidelity in a presence of the "noisy" observation channel.

    The lower bounds to the rate-distortion functions have been obtained for two classification 

      schemes by making the 

•  The obtained bounds show a possibility of reducing the error rate by increasing the average 

     mutual information in the ensemble of data sources.

 

  • 

dicision without or with a reject option. 

  

 The theoretical results have been supported by experimental error rates for face recognition

      without and with reject using the decorrelated components of RGB images and the ensemble 

      of the components.

  •  Two fusion schemes have been investigated, namely the known  WMV scheme based on 

      Weighted Majority Vote of the decisions on the individual components and the new GDM 

      scheme,  which makes the group decision on any composite object using the General 

      Dissimilarity Measure in the ensemble of the components.

  •  The experimental results show a profit in error rate for

 

   

GDM fusion scheme as compared 

      with the WMV fusion scheme.
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