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A simple model and its structure a 2 B
n
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Regression model: f = w1 + w2⇠1 + w3⇠2 + "(⇠), let x = [⇠0, ⇠1, ⇠2]T,
model to select from: f = a�w

T
x,

optimal structure: â = [1, 0, 1]T,
optimal parameters: ŵ = [0.2839, n/a, 0.2412]T.
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Phase trajectory of the accelerometer time series

dim(s) ⇡ 1000 dim(x) = 4
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15/09/2021, 23:08 Singular spectrum analysis - Wikipedia

https://en.wikipedia.org/wiki/Singular_spectrum_analysis 6/15

SSA can be used as a model-free technique so that it can be applied to arbitrary time
series including non-stationary time series. The basic aim of SSA is to decompose the
time series into the sum of interpretable components such as trend, periodic components
and noise with no a-priori assumptions about the parametric form of these components.

Consider a real-valued time series  of length . Let  
be some integer called the window length and .

1st step: Embedding.

Form the trajectory matrix of the series , which is the  matrix

where  are lagged vectors of size . The matrix 
 is a Hankel matrix which means that  has equal elements  on the anti-diagonals 

.

2nd step: Singular Value Decomposition (SVD).

Perform the singular value decomposition (SVD) of the trajectory matrix . Set 
 and denote by  the eigenvalues of  taken in the decreasing order

of magnitude ( ) and by  the orthonormal system of the
eigenvectors of the matrix  corresponding to these eigenvalues.

Set  (note that  for a typical real-life
series) and  . In this notation, the SVD of the trajectory
matrix  can be written as

where

are matrices having rank 1; these are called elementary matrices. The collection 
 will be called the th eigentriple (abbreviated as ET) of the SVD. Vectors 

are the left singular vectors of the matrix , numbers  are the singular values and
provide the singular spectrum of ; this gives the name to SSA. Vectors 
are called vectors of principal components (PCs).

Main algorithm
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ŷ = f(X,w) = Xw,
ym+1 = sT = w xm+1.



How many parameters must be used to forecast?

The color shows the value of a parameter for each hour.
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Estimate parameters w(⌧) = (XT
X)�1

X
T
y, then calculate the

sample s(⌧) = w
T(⌧)xm+1 for each ⌧ of the next (m+1-th) period.









Linear model, (deep) neural net, and autoencoder
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Ew is some regularisation error, for
principal component analysis: W

T
W = In,

skip block: W = In, � = id,
classification: � 2 {logistic, softmax, ReLu, . . . }.

... including LM, LR, PCA, AE, SAE, 2NN, DLL, CNN, etc.
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Selection of a stable set of features of restricted size

The sample contains multicollinear �1,�2 and noisy �5,�6 features,

columns of the design matrix X. We want to select two features from six.

Stability and accuracy for a fixed complexity
The solution: �3,�4is an orthogonal set of features minimizing the

error function.

8 / 40



Multicollinear features to forecast: possible configurations

Inadequate and correlated Adequate and random

Adequate and redundant Adequate and correlated

Katrutsa A.M., Strijov V.V. Stresstest procedure for feature selection
algorithms // Chemometrics and Intelligent Laboratory Systems, 2015, 142 :
172-183.
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Time series and phase space3

Transform from time domain to frequency domain is essential trick.
3Thanks to Ed. Vladimirov
Isachenko R.V., Strijov V.V. Quadratic Programming Optimization with Feature

Selection for Non-linear Models // Lobachevskii Journal of Mathematics, 2018, 39(9) :
1179-1187.
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Ensemble of models for brain computer interface

Isachenko R.V., Strijov V.V. Quadratic programming feature selection for
multicorrelated signal decoding with partial least squares // Expert Systems with
Applications. Volume 207, 30 November 2022.
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Cartesian product as an object in category theory


