The offered work is devoted to the problem of nuparestimation for the close-
ness of a topical text to the most rational lingaisariant of description of knowledge
fragment represented by it in a given natural laggu This variant satisfies the sense
standard (i.e. semantic patterfifie problem is of importance when implementing e&rg
ed lossless-in-sense selection of text informaéibmaximization of useful output con-
cerning the tasks solved by user. As examplesatftjgal applications here may be selec-
tion of papers for publishing, designing of tragpicourses and educational programs. So,
when preparing the material, the teacher must lhacess to a certain section of the in-
formation space, the elements of which are pulitinator Internet pages relevant to the
course. The major requirement here may be formailate the sorting of information
sources by degree of reflection of the most sigaift concepts of the studied subject ar-
ea at maximal compactness and non-redundancy cdtiwar (seeslide 9. ldeally, the
information sources form a hierarchy at a top lesewhich will be placed the start
points for study. A similar possibility should bevgn to the student in the process of in-
dependent work, it is especially important as pateaching students to prepare and im-
plement projects in the professional sphere.

In current paper by splitting of words of each [geraf analyzed text into classes
according to the value of the TF-IDF measure theblem of numerical estimation for
the text closeness to the most rational linguigidant of sense transfer without para-
phrasing is solved. Herewith as the analyzed tihdsabstracts of scientific articles to-
gether with their titles are considered. Thesespaftarticles reflect the main content of
each paper and the most important results withonécessary methodological details.

Essentially close problem (sskde 3 is the construction and verification of the-
matic models of major conferences with the findofgnost relevant themes for a new
participant. Here the theme of a document is ddfimeits terms from the terminological
dictionary of the conference. The key point her¢his value of the term’s importance,
which is expressed in terms of its entropy relatovexpert clustering at a given level of
hierarchy. Linguistic expressional means, meaningbu choosing the best variant
among possible paraphrases, with this approach beilremain out of consideration.
Well-known solutions in the field of paraphrasesedd@on and training in such detection
also do not provide for proper qualitative analy@igaraphrases themselves. In a best
case, the degree of semantic proximity of senteiscealculated, for example, using the
SyntaxNet parser and measuring the edit distant@elka the resulting dependency
trees. Interpretation of the nature of paraphrasesningful for choosing the most ra-
tional linguistic variant of transferring a piecekmowledge, is not discussed here. How-
ever, even the quality of preparation for the parape corpus using a system that recog-
nizes sentences similar in meaning depends oncitigacy of its training. The primary
role here is played by the selection of a setxif a@its and their relations, necessary and
enough to represent a unit of knowledge. Just satimeets the sense standard.

In offered solution the base for estimation of ¢heseness of a text to the semantic
pattern is the splitting of words of each its plrago classes by the value of the TF-IDF
metric relative to the corpus pre-formed by exeeeslides 4-%. To select keyword
combinations from defining the semantic image ofapk the interpretation of TF-IDF
metrics which is presented on thkde 4and respects a number of simultaneous occur-
rences of all words of analyzed combination inpheases of separate document of cor-
pus (the value in numerator of formula (1)) is estleinto consideration in current paper.
When calculating the total number of document wdthe value in denominator of for-
mula (1)) we’ll separately take into account theesaof co-occurrence of combination



words and occurrence without simultaneous presenaephrase. Herewith (seéide 5
the value of TF-IDF metrics for key word combinatishould not be less than the mini-
mum of values of mentioned measure for its sepavatds.

The implemented in current work and representedherslide 7the variant of
search the necessary and enough constituents geimiaa phrase of subject-oriented
natural language in a form of key words and thembinations is based on the following
empirical considerations. First, the division ofrd® into general vocabulary and terms
here should be expressed as greatly as possibethémimportant aspect is that the
words in clusters formed by the TF-IDF of wordstloé source phrase relative to a cer-
tain document should be distributed more or legnkv In addition, the number of re-
sulted clusters must be close to three as muclossigle at maximum of TF-IDF values
for words related to the cluster of greatest valokementioned measure. This require-
ment should be understood as the maximal relevainisem words in phrases of selected
documents to the formed corpus. The corpus docusrtbeimselves are sorted descen-
ding the values of product of estimations presentetheslide 7 As the numerical esti-
mation of the closeness of an individual phrasthéosense standard the greatest of the
resulting values herewith is taken.

For a group of phrases, first of which is the tdfescientific article and others rep-
resent its abstract, two variants for estimatiohef affinity to the sense standard are in-
troduced in current paper. Both variants are egwasumed the minimum of root-mean-
square deviation (RMSD) for value of affinity teetetandard for all phrases of group.

The first variant(seeslide § assumes the maximal closeness to the standard for
the article title. Note, that introduced estimatotoes not imply sorting of phrases of the
group by affinity to the sense standard and essbntorresponds to the order of selec-
tion of articles with analysis of title at firstugh problem statement is the most adequate
to the requirement general accepted in scientdieoglicals to reflect in the title the con-
tent of the article. Nevertheless, the a prioruagstion about the maximal closeness to
the standard exactly of the title of article is always performed in practice.

Taking into account the mentioned above, ingheond varian(seeslide 9 the
maximum of the found values of affinity to the stard for all phrases of analyzed text is
used in the numerator of calculation formula. Hetlewhe maximal final rank in the
collection will be designated to the article witlgeeatest value of thirst variant of
estimation related to the same cluster with thei@alf thesecond varianof estimation
for the same paper. The correctly application ekgistatement assumes the relating
to the same cluster the value of tivet variant of estimation for article with a maximal
final rank, and a maximal value of tfiest variant of estimation in the collection for
paper selection. In a case of absence of articletsnéhis requirement, the maximal
final rank will be designated to the article withgeeatest value of thirst variant of
estimation in analyzed collection.

As can be seen from definition, the both variaritestimation are depend on the
selection of corpus by expert. In addition, sirfee titte and phrases of the article abstract
(by definition) represent a certain single semaintizge, it is entirely acceptable to swap
with each other the considered variants of estonan Statement 2n theslide 9

The experimental material to test the proposed oakih represented on tkédes
10-12 The software implementation (in Python 2.7) of tiffered solutions and experi-
mental results are presented on the website ofstfardhe-Wise Novgorod State Uni-
versity. The main criterion when choosing collesipas well as when selecting texts for
corpus, was the most complete and evident divisfamords into general vocabulary and
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terms. For more accurate revelation of semanti¢estrior terms the calculation of TF-
IDF metrics for words of analyzed phrases was maileout taking into account of
prepositions and conjunctions.

The experimental results represented further intdbées on thelides 13-17are
confirm the rule of «good manners» of some peradion information science and
computer engineering to display in the title theneaof method, model, algorithm pre-
sented by paper, as well as the theoretical basieegroposed solutions. For the collec-
tion kcMMPR-15, Statistical Learning Theoryise maximums of both variants of estima-
tion of affinity to the standard took place relali to the same article, the similar result
was reached for the collecti®MMPR-15, Theory and Methods of Pattern Recognition
and Classification»As can be seen from the tables ongdhges 13-16the values of es-
timation variants for affinity to standard for memted articles are coincided. So, accord-
ing to the condition ofStatement 2the papersdipunyun maxcumuszayuu sazopa 0ns
MOHOMOHHO20 Kaaccugpuxamopa bauxcatiwmezo coceda» (The principle of gap maximiza-
tion for nearest neighbor monotonic classifiey)) K.V. VorontsoxandG.A. Makhinaand
«llonnvle pewarowue oepesvs 6 3adauax kiaccugurxayuu no npeyedenmam» (Complete
decision trees in classification tasks by precesldoy |.E. GenrikhovandE.V. Djukova
will have a maximal final rank each in its collexti

The result obtained for the collecti@MPR-14, Methods and Models of Pattern
Recognition and Forecastingand represented on tiséde 16illustrates the case when
an article with a greatest-in-collection valuesefcond estimation variaribr affinity to
standard has the value ffst variant of this estimationnot relates to the same cluster
with it. Indeed, for the articl&Bsi6op onoprozo mnosicecmsa npu nocmpoenuu ycmoti-
yuebIX UHMepanlbHbIX uHOuUKamopos» (Support set selection when constructing of stable
integral indicators)by D.I. Mel'nikov, V.V. Strijov, E.Yu. Andreeva and Elenharter
the values of théirst andsecond variantsf estimation equal, correspondingly, to 0.0129
and 0.1426, are form two independent clusters.HBy tirtue the maximal final rank in
the collection will be designated to the article®@y. Barinova and D.P. Vetrdvaving
the maximal value of thérst variant of estimation for affinity to standard relativety
the considering collection (sskde 17.

The similar situation is also take place for théemtion «lIP-9, Theory and Meth-
ods of Pattern Recognition and Classificatiodere the maximal value of tlseecond
variant of estimation equal to 0.1336 will be belongedhe article«Kpumepuu mou-
HOCmMuU KoMOUHamopHvix oyeHok obobwaioweti cnocoornocmu» (The exactness criteria of
combinatorial generalization boundgy N.K. Zhivotovskiy and K.V. VorontsoVhe
value of thefirst variant of estimation here is equal to 0.0600 and rel&teithe same
cluster with the maximal value equal to 0.0920tfos estimation variant in collection,
but, nevertheless, not lies in the same clustdr thié value of theecond varianbf es-
timation of affinity to standard for this articl€herefore the maximal final rank obtains
the article byS.D. Dvoenko and D.O. Pshenichmgving the greatest value of tfiest
variant of estimation in the considered collection.

In a case of change between each other of varanaffinity-to-standard esti-
mation inStatement 2n theslide 9 in considered examples for the both collections b
MMPR-15conference the maximal final ranks herewith w#l teesignated to the same
articles (seeslide 17. For the collectior<kMMPR-14, Methods and Models of Pattern
Recognition and Forecastinghe maximal rank here the article ByV. Barinova and
D.P. Vetrovobtains againindeed, the maximal value of tesecond varianbf estimation
of affinity to standard in this collection will ber the article byD.l. Mel'nikov, V.V.
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Strijov, E.Yu. Andreeva and G. Edenhartdut as we showed earlier, the values of the
first andsecond variantef estimation of affinity to standard for thisial® in the consid-
ered collection are related to different clustdiiserefore, according to the condition of
Statement 2he maximal final rank obtains the article havamgong the remaining ar-
ticles (except the article mentioned above) theimakvalue of thesecond varianbf
estimation relating to the same cluster with theugaof thefirst variant of affinity-to-
standard estimation for itself, i.e. the articley. Barinova and D.P. Vetrov

The single exclusion in considered series of expenis will be the result for col-
lection«IIP-9, Theory and Methods of Pattern Recognitiad &lassification»As in the
previous example, the maximal final rank in thdexilon may be designated to the arti-
cle by S.D. Dvoenko and D.O. Pshenichay having the maximal value of tkecond
variant of estimation which relates to the same clusté wie value of thérst variant
of given estimation for this papeBut the value of theecond varianbf estimation for
it not relates to the same cluster with the maxivadlie of this estimation variant in the
collection. So, the maximal final rank togetherhwtihe mentioned value in this collection
here obtains the article bi.K. Zhivotovskiy and K.V. Vorontsov

It's necessary to note, that the obtained resuwltsien the hypothesis relatively to
the semantic load of title for scientific paperioformation science and computer engi-
neering. For disputable cases similar to the aferdgimned for the collectiorIIP-9,
Theory and Methods of Pattern Recognition and fiaasion», depending on the sub-
ject area of analyzed texts it's possible to gikefgrence to the requirement of relating to
the cluster of maximal value of eithirst or second varianof estimation of affinity to
standard.

The semantic image of article having the maximéleaf used estimation of af-
finity to standard in the collection for paper stien essentially will be defined by words
which being a neighbors in a corresponding phrdsanalyzed group and related to the
cluster of the greatest values of TF-IDF concerriimgdocument with the greatest value
of product of estimations presented on shde 7 For more exact identification of multi-
word terms among the words of general vocabulaty éxtend the key combinations re-
vealed in a phrase, by words of «median» clustaeqlience formed on the basis of TF-
IDF of words of analyzed phrase relatively to tineeg document (seglides 18—1%

To check the presence in analyzed phrases the liekseen the words related
to the clusters of greatest TF-IDF values, MaltBlavgas used, i.e. a tool for parsing the
phrases of natural languages and working with deégecy trees. As can be seen from the
tables on theslides 18—-22the syntactic relation corresponds to the locabbmvords
of the specified clusters in the neighborhood ia linear phrase structure, what indi-
cates the unity of the component of text's semami&ge.

The result obtained from the collecti@IMPR-15, Theory and Methods of Pat-
tern Recognition and Classificatiorfully agrees with the theoretical conclusion about
the relativity of the notion «general vocabularyw»fact, each of the collections presented
in the tables is related to a specific topic ddssdliby a discrete distribution on the set
of terms. The classification by TF-IDF consider® twords «o630p» (review) and
«oamw» (t0 give)as terms, these words are treated as generaluacglbor the language
as a whole, but as unique ones to the articlé ByGenrikhovand E.V.Djukova Note,
that the combination of mentioned words does no¢tntiee condition oStatement 1
on theslide 5and, therefore, does not be related to the keybamamions.

Since the title and phrases of the article abstaiisfy to a single semantic image,
it is quite correctly to analyze the occurrencenoirds related to the cluster of greatest
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TF-IDF values for one phrase, in the links of wordkatively to another phrases. In cur-
rent work the following condition is used for asstig a set of such links with the key
word combination: a connected sub-graph of theegoaysitactic tree (undirected) is cor-
responded to the set of considered word combinatiol at least one word combination
must satisfy the condition dbtatement lon theslide 5 In the example for above-
mentioned article by.E. Genrikhovand E.V.Djukova the word «nroansiii» (complete)
was not included to the cluster of greatest TF-N2Fues, but it is syntactically sub-
mitted to the wordwepeso» (tree)from the specified cluster and, therefore, forims t
desired key combination. It should be noted thatl#st example on th&ide 21takes
into account the transitivity of the syntactic teda within the sequence of coordinat-
ed words, cfewampuy — cpasnenuii — napnwix» (Matrices — comparisons — paire@®e-
lating it to the key word combinations by the prego interpretation of TF-IDF metrics
may be considered as the additional proof of lingkspnce. A topic for separate study
here is the dynamics of the change in the TF-IDBsuee when we extent our considera-
tion from discrete words th-grams (according to C. Shannon). The second exaompl
the top of the same slide illustrates that the gateent of words of cluster of greatest TF-
IDF values in the neighborhood in the linear phrssacture should be considered as
a necessary but not enough condition for relato¢he key combinations that deter-
mine the semantic image of the text. Enough camustiare defined by the technique
proposed in paper to implement the offered-by-austiderpretation of TF-IDF metrics.

The mainresultof current work is th@roposed method for estimating the affinity
of a text to the sense standard relative to a w@igiext corpus

The effectiveness of the proposed method can aisd by splitting the collec-
tion’s texts into clusters by the value of usednestion for the closeness to a standard
and the ratio of the number of texts assigned aoctbster of the greatest evaluation val-
ues to the total number of texts in the collecti®ao, on the material of collections men-
tioned on theslides 13—-22we have at least a threefold reduction in the lmemof docu-
ments (i.e. scientific articles) that should bedr&est when studying a given subject area,
for example, by students.

Taking into account the evaluated degree of diviseb its words into general
vocabulary and terms, when a phrase is referreasta «representative of the stand-
ard», it is also of interest to integrate estimadiof affinity to standard for phrase groups
in the entire article collections under analysisréwith the presence of key word combi-
nations in abstracts and titles can be a basiddsignating in disputable cases the final
rank and hierarchization of articles accordingigmicance when studying a given sub-
ject area.




