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Резюме предыдущей лекции

Машинное обучение — автоматизация научного метода

Задача машинного обучения íà÷èíàåòñÿ ñ å¼ ïîñòàíîâêè

ÄÍÊ çàäà÷è � Äàíî, Íàéòè, Êðèòåðèé

Основные понятия машинного обучения:

îáúåêò, îòâåò, ïðèçíàê

ìîäåëü, ôóíêöèÿ ïîòåðü, ýìïèðè÷åñêèé ðèñê

àëãîðèòì îáó÷åíèÿ, íåäîîáó÷åíèå, ïåðåîáó÷åíèå

Три главных принципа машинного обучения:

ýìïèðè÷åñêàÿ èíäóêöèÿ Ôðýíñèñà Áýêîíà

ìèíèìèçàöèÿ (+ðåãóëÿðèçàöèÿ) ýìïèðè÷åñêîãî ðèñêà

îáó÷àåìàÿ âåêòîðèçàöèÿ äàííûõ (Deep Learning)
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Общая постановка большинства задач машинного обучения

Дано: X � ïðîñòðàíñòâî объектов

X ℓ = {x1, . . . , xℓ} ⊂ X � обучающая выборка (training sample)
a(x ,w), a : X×W → Y � ïàðàìåòðè÷åñêàÿ ìîäåëü, ãèïîòåçà

Найти w ∈ W ⊆ RN � âåêòîð ïàðàìåòðîâ ìîäåëè a(x ,w)

Критерий min ðåãóëÿðèçîâàííîãî ýìïèðè÷åñêîãî ðèñêà
(Regularized ERM � Empirical Risk Minimization):

Q(w ,X ℓ) =
1

ℓ

ℓ∑︁
i=1

L (w , xi ) + 𝜏R(w) → min
w

L (w , x) � функция потерь (loss function),
òåì áîëüøå, ÷åì õóæå îòâåò ìîäåëè a(x ,w) íà îáúåêòå x

R(w) � регуляризатор, íå ïðåöåäåíòíûå òðåáîâàíèÿ ê ìîäåëè

Вопрос: çà÷åì íóæåí êîýôôèöèåíò ðåãóëÿðèçàöèè 𝜏?
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Градиентный метод минимизации эмпирического риска

Q(w) =
1

ℓ

ℓ∑︁
i=1

L (w , xi ) + 𝜏R(w) → min
w

Ìåòîä градиентного спуска:

w (0) := íà÷àëüíîå ïðèáëèæåíèå;

w (t+1) := w (t) − h∇Q(w (t))

ãäå ∇Q(w) =
(︀𝜕Q(w)

𝜕wj

)︀N
j=1

� вектор градиента,

h � градиентный шаг, íàçûâàåìûé òàêæå темпом обучения

w (t+1) := w (t) − h
(︁1
ℓ

ℓ∑︁
i=1

∇L
(︀
w (t), xi

)︀
+ 𝜏∇R(w (t))

)︁
Идея ускорения сходимости: áðàòü ñëó÷àéíîå ïîäìíîæåñòâî
ñëàãàåìûõ, èëè âîîáùå îäèí îáúåêò, ÷àùå îáíîâëÿÿ âåêòîð w
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Метод стохастического градиента SG (Stochastic Gradient)

Q(w) =
1

ℓ

ℓ∑︁
i=1

L (w , xi ) + 𝜏R(w) → min
w

Вход: âûáîðêà X ℓ, ïàðàìåòðû h, 𝜏 , 𝜆;
Выход: âåêòîð ïàðàìåòðîâ w ;
èíèöèàëèçèðîâàòü ïàðàìåòðû wj , j = 1, . . . ,N;
èíèöèàëèçèðîâàòü îöåíêó Q(w) ïî íåáîëüøîé ïîäâûáîðêå;
повторять

îáúåêò xi âûáðàòü èç X ℓ ñëó÷àéíûì îáðàçîì;
ïîòåðÿ: Li := L (w , xi );
ãðàäèåíòíûé øàã: w := w − h∇L (w , xi )− h𝜏 ∇R(w);
ðåêóððåíòíàÿ îöåíêà êðèòåðèÿ: Q := 𝜆Li + (1− 𝜆)Q;

пока çíà÷åíèå Q è/èëè ïàðàìåòðû w íå ñîéäóòñÿ;

В: êàêèå áûâàþò óñëîâèÿ îñòàíîâêè â ìåòîäàõ îïòèìèçàöèè?

H. Robbins, S. Monro. A stochastic approximation method. 1951.
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Откуда взялась такая рекуррентная оценка функционала?

Проблема: âû÷èñëåíèå îöåíêè Q ïî âñåé âûáîðêå x1, . . . , xℓ
íàìíîãî äîëüøå ãðàäèåíòíîãî øàãà ïî îäíîìó îáúåêòó xi .

Решение: èñïîëüçîâàòü ïðèáëèæ¼ííóþ ðåêóððåíòíóþ ôîðìóëó.

Ñðåäíåå àðèôìåòè÷åñêîå:

Q̄m = 1
mLm + 1

mLm−1 +
1
mLm−2 + . . .

Q̄m = 1
mLm + (1− 1

m )Q̄m−1

Экспоненциальное скользящее среднее (ЭСС):

Q̄m = 𝜆Lm + (1− 𝜆)𝜆Lm−1 + (1− 𝜆)2𝜆Lm−2 + . . .

Q̄m = 𝜆Lm + (1− 𝜆)Q̄m−1

Ïàðàìåòð 𝜆 (ïîðÿäêà 1
m ) � темп забывания ïðåäûñòîðèè ðÿäà.
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Метод накопления инерции (momentum)

Momentum � ýêñïîíåíöèàëüíîå ñêîëüçÿùåå
ñðåäíåå ãðàäèåíòà ïî ïîñëåäíèì ≈ 1

1−𝛾
èòåðàöèÿì [Á.Ò.Ïîëÿê, 1964]:

v := 𝛾v + (1−𝛾)∇L (w , xi )

w := w − hv

NAG (Nesterov's accelerated gradient) �
ñòîõàñòè÷åñêèé ãðàäèåíò ñ èíåðöèåé
[Þ.Å.Íåñòåðîâ, 1983]:

v := 𝛾v + (1−𝛾)∇L (w − h𝛾v , xi )

w := w − hv
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Оптимизационная постановка задачи
Метод стохастического градиента
Ускорение сходимости и другие эвристики

Эвристики (универсальные, не зависящие от вида модели)

1 инициализация w : ñëó÷àéíàÿ, áûñòðîå ïðèáëèæ¼ííîå
ðåøåíèå ïî ìàëîé ïîäâûáîðêå, èõ êîìáèíàöèÿ, ...

2 порядок предъявления объектов:
÷åì áîëüøå Li , òåì âûøå âåðîÿòíîñòü ñíîâà âûáðàòü xi

3 выбор градиентного шага: метод скорейшего спуска

îñíîâàí íà ïîèñêå îïòèìàëüíîãî адаптивного шага h*:

L
(︀
w − h∇L (w , xi ), xi

)︀
→ min

h

4 методы второго порядка: метод Ньютона-Рафсона

w := w−h
(︀
L ′′(w , xi )

)︀−1∇L (w , xi ), L ′′ � ìàòðèöà Ãåññå

диагональный метод Левенберга-Марквардта:

îáíóëèòü âñå íåäèàãîíàëüíûå ýëåìåíòû ìàòðèöû Ãåññå
5 мультистарт: ìíîãîêðàòíûå çàïóñêè èç ðàçíûõ ñëó÷àéíûõ

íà÷àëüíûõ ïðèáëèæåíèé è âûáîð ëó÷øåãî ðåøåíèÿ
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Линейные модели

Оптимизационная постановка задачи
Метод стохастического градиента
Ускорение сходимости и другие эвристики

Метод SG: достоинства и недостатки

Достоинства:

1 универсальность: äëÿ ëþáûõ a(x ,w), L (w , x), R(w)

2 простота: îòíîñèòåëüíî ëåãêî ðåàëèçóåòñÿ

3 поточность: âîçìîæíîñòü îáó÷åíèÿ íà ïîòîêå äàííûõ

4 подходит для обработки больших данных:

� ìîæíî ïîëó÷èòü íåïëîõîå ðåøåíèå, óñïåâ îáðàáîòàòü
ëèøü ìàëóþ ÷àñòü îáó÷àþùåé âûáîðêè

� ÷àñòî îêàçûâàåòñÿ áûñòðåå è ëó÷øå áîëåå ñëîæíûõ
è ðåñóðñî¼ìêèõ ìåòîäîâ âòîðîãî ïîðÿäêà

Недостатки:

1 ïîäáîð êîìïëåêñà ýâðèñòèê ÿâëÿåòñÿ èñêóññòâîì
(íå çàáûòü ïðî ïåðåîáó÷åíèå, çàñòðåâàíèå, ðàñõîäèìîñòü)
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Линейные модели

Задачи регрессии
Задачи классификации
Задачи ранжирования

Задача обучения модели регрессии

Дано: îáó÷àþùàÿ âûáîðêà (xi , yi )
ℓ
i=1 ñ îòâåòàìè yi ∈ R

Найти: âåêòîð ïàðàìåòðîâ w ìîäåëè ðåãðåññèè a(x ,w)
Критерий: ìèíèìóì ýìïèðè÷åñêîãî ðèñêà (ERM)

Q(w) =
ℓ∑︁

i=1

L
(︀
a(xi ,w)− yi

)︀
→ min

w

Óíèìîäàëüíûå ôóíêöèè ïîòåðü L(𝜀) îò îøèáêè 𝜀 = a(x ,w)−y :
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 ���	����	�
 SVM

𝜀

L(𝜀)

В: êàêèå ñâîéñòâà ïðèäà¼ò ìîäåëè êàæäàÿ èç ýòèõ ôóíêöèé?
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Линейные модели

Задачи регрессии
Задачи классификации
Задачи ранжирования

Пример. Задача прогнозирования спроса объёмов продаж

Объект � òðîéêà ⟨òîâàð, ìàãàçèí, äåíü⟩.

Примеры признаков:

бинарные: âûõîäíîé äåíü, ïðàçäíèê, ïðîìîàêöèÿ, è ò. ä.

количественные: îáú¼ìû ïðîäàæ â ïðåäøåñòâóþùèå äíè.

Особенности задачи:

ôóíêöèÿ ïîòåðü
êóñî÷íî ëèíåéíàÿ,
íå êâàäðàòè÷íàÿ,
íå ñèììåòðè÷íàÿ

ðàçðåæåííûå äàííûå:
åñëè çàïàñû íóëåâûå,
òî è ïðîäàæè íóëåâûå
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Линейные модели

Задачи регрессии
Задачи классификации
Задачи ранжирования

Задача обучения модели бинарной классификации

Дано: îáó÷àþùàÿ âûáîðêà (xi , yi )
ℓ
i=1, yi ∈ {−1,+1}

Найти: âåêòîð w ìîäåëè êëàññèôèêàöèè a(x ,w) = sign g(x ,w)
Критерий min аппроксимированного ýìïèðè÷åñêîãî ðèñêà:

ℓ∑︁
i=1

[︀
g(xi ,w)yi < 0

]︀
⩽

ℓ∑︁
i=1

L
(︀
g(xi ,w)yi

)︀
→ min

w

Óáûâàþùèå ôóíêöèè ïîòåðü L(M) îò отступа M = g(x ,w)y :

-5 -4 -3 -2 -1 0 1 2 3 4 5

0

1

2

3

4

���������	 
�������
���	 SVM hinge 

-5 -4 -3 -2 -1 0 1 2 3 4 5

0

1

2

3

4

������
����
���	 �����������	 ��������	

M

L(M)

В: êàêèå ñâîéñòâà ïðèäà¼ò ìîäåëè êàæäàÿ èç ýòèõ ôóíêöèé?
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Линейные модели

Задачи регрессии
Задачи классификации
Задачи ранжирования

Бинарный разделяющий классификатор (margin-based classifier)

Áèíàðíûé êëàññèôèêàòîð: a(x ,w) = sign g(x ,w), Y = {−1,+1}
g(x ,w) � разделяющая (дискриминантная) функция

{x : g(x ,w) = 0} � ðàçäåëÿþùàÿ ïîâåðõíîñòü ìåæäó êëàññàìè

Mi (w) = g(xi ,w)yi � отступ (margin) îáúåêòà xi
Mi (w) < 0 ⇐⇒ ìîäåëü a(x ,w) îøèáàåòñÿ íà xi

Ðàíæèðîâàíèå îáúåêòîâ ïî âîçðàñòàíèþ îòñòóïîâ Mi (w):
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Линейные модели

Задачи регрессии
Задачи классификации
Задачи ранжирования

Задача обучения модели многоклассовой классификации

Дано: îáó÷àþùàÿ âûáîðêà (xi , yi )
ℓ
i=1, yi ∈ Y , |Y | <∞

Найти: âåêòîð ïàðàìåòðîâ w =
(︀
wy : y ∈Y

)︀
ìîäåëè:

a(x ,w) = argmax
y∈Y

gy (x ,wy )

Критерий ¾êàæäûé ïðîòèâ âñåõ îñòàëüíûõ¿ (One-vs.-All):
ââîäèòñÿ Miy (w) � îòñòóï îáúåêòà xi îòíîñèòåëüíî êëàññà y

ℓ∑︁
i=1

∑︁
z ̸=yi

[︀
gyi (xi ,wyi )−gz(xi ,wz)⏟  ⏞  

Miz (w)

< 0
]︀
⩽

ℓ∑︁
i=1

∑︁
z ̸=yi

L
(︀
Miz(w)

)︀
→ min

w

Mi (w) = min
z ̸=yi

Miz(w) � многоклассовый отступ îáúåêòà xi

(ãîäèòñÿ äëÿ îöåíèâàíèÿ, íî êðèòåðèé íà í¼ì ñòðîèòü íåëüçÿ)

Y.Wang, C.Scott. Unified binary and multiclass margin-based classification. 2024
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Градиентная оптимизация в машинном обучении
Основные типы задач обучения с учителем

Линейные модели

Задачи регрессии
Задачи классификации
Задачи ранжирования

Задача обучения модели ранжирования

Дано: îáó÷àþùàÿ âûáîðêà (x1, . . . , xℓ),
i ≺ j � îòíîøåíèå ¾xj ëó÷øå, ÷åì xi¿ ìåæäó îáúåêòàìè èç X ℓ

Найти: ïàðàìåòðû w ìîäåëè ðàíæèðîâàíèÿ a(x ,w), êîòîðàÿ
àïïðîêñèìèðóåò îòíîøåíèå ïîðÿäêà, çàäàííîå íà âûáîðêå:

i ≺ j ⇒ a(xi ,w) < a(xj ,w)

Критерий: ÷èñëî íåâåðíî ðàíæèðîâàííûõ ïàð îáúåêòîâ

Q(w) =
∑︁
i≺j

[︀
a(xj ,w)− a(xi ,w)⏟  ⏞  

Mij (w)

< 0
]︀
⩽

⩽
∑︁
i≺j

L
(︀
a(xj ,w)− a(xi ,w)

)︀
→ min

w

ãäå L(M) � óáûâàþùàÿ ôóíêöèÿ парного отступа Mij(w)

Идея SG: ãðàäèåíòíûå øàãè ïî ïàðàì îáúåêòîâ xi , xj : i ≺ j
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Градиентная оптимизация в машинном обучении
Основные типы задач обучения с учителем

Линейные модели

Задачи регрессии
Задачи классификации
Задачи ранжирования

Примеры задач ранжирования

Ðàíæèðîâàíèå (Learning to Rank, LtR, L2R, LETOR) íóæíî
â ñèñòåìàõ ÷åëîâåêî-ìàøèííîãî ïðèíÿòèÿ ðåøåíèé, êîãäà
машина ôîðìèðóåò ðàíæèðîâàííûé ñïèñîê âàðèàíòîâ,
человек (îòâåòñòâåííî) âûáèðàåò è ïðèíèìàåò ðåøåíèå

ðàíæèðîâàíèå âûäà÷è ïîèñêîâîé ñèñòåìû

ðàíæèðîâàíèå ðåêîìåíäàöèé ïîëüçîâàòåëÿì (êíèãè,
ôèëüìû, ìóçûêà, òîâàðû èíòåðíåò-ìàãàçèíà, è ò.ï.)

ðàíæèðîâàíèå âàðèàíòîâ àâòîìàòè÷åñêîãî çàâåðøåíèÿ
çàïðîñà (Query Auto Completion, auto-suggest)

ðàíæèðîâàíèå âîçìîæíûõ îòâåòîâ â äèàëîãîâûõ ñèñòåìàõ
(Question Answering Systems)

ðàíæèðîâàíèå âàðèàíòîâ ïåðåâîäà â ñèñòåìàõ ìàøèííîãî
ïåðåâîäà (Machine Translation)

К.В. Воронцов (k.v.vorontsov@phystech.edu) ВвМО: минимизация эмпирического риска 17 / 33



Градиентная оптимизация в машинном обучении
Основные типы задач обучения с учителем

Линейные модели

Линейный классификатор и логистическая регрессия
Мультиколлинеарность и регуляризация
Метод опорных векторов

Логистическая регрессия для бинарной классификации

Дано: îáó÷àþùàÿ âûáîðêà (xi , yi )
ℓ
i=1, xi ∈ Rn, yi ∈ {−1,+1}

Найти: ïàðàìåòðû w ∈ Rn ëèíåéíîé ìîäåëè êëàññèôèêàöèè

a(x ,w) = sign
n∑︀

j=1

wj fj(x) = sign ⟨w , x⟩

Критерий min аппроксимированного эмпирического риска:
ℓ∑︁

i=1

ln
(︀
1+ exp(−⟨w , xi ⟩yi

margin

)
)︀
→ min

w

ëîãàðèôìè÷åñêàÿ ôóíêöèÿ ïîòåðü:

L(M) = ln
(︀
1+ e−M

)︀ -3,0 -2,5 -2,0 -1,5 -1,0 -0,5 0 0,5 1,0 1,5 2,0 2,5 3,0

0

0,5

1,0

1,5

2,0

2,5

3,0

3,5

M

L(M)

Условные вероятности классов:

P(y |x ,w) = 𝜎(⟨w , x⟩y)
𝜎(M) = 1

1+e−M � ñèãìîèäíàÿ ôóíêöèÿ
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6

0

0,2
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Градиентная оптимизация в машинном обучении
Основные типы задач обучения с учителем

Линейные модели

Линейный классификатор и логистическая регрессия
Мультиколлинеарность и регуляризация
Метод опорных векторов

Мультиколлинеарность и переобучение в линейных моделях

a(x ,w) = ⟨w , x⟩ � ëèíåéíàÿ ìîäåëü ðåãðåññèè
a(x ,w) = sign⟨w , x⟩ � ëèíåéíàÿ ìîäåëü êëàññèôèêàöèè

Мультиколлинеарность � ëèíåéíàÿ çàâèñèìîñòü ïðèçíàêîâ:

∃u ∈ Rn: ∀x ∈ X ⟨u, x⟩ = 0

íååäèíñòâåííîñòü ðåøåíèÿ: ∀𝛾 ∈ R ⟨w , x⟩ = ⟨w+𝛾u, x⟩

Мультиколлинеарность приводит к переобучению:

íåóñòîé÷èâîñòü: ñëèøêîì áîëüøèå âåñà |wj | ðàçíûõ çíàêîâ
ïåðåîáó÷åíèå: Q(w*,X ℓ) ≪ Q(w*,X k)

Как уменьшить переобучение:

ðåãóëÿðèçàöèÿ ‖w‖ → min (ñîêðàùåíèå âåñîâ, weight decay)

îòáîð ïðèçíàêîâ: f1, . . . , fn → fj1 , . . . , fjm , m ≪ n

ïðåîáðàçîâàíèå ïðèçíàêîâ: f1, . . . , fn → g1, . . . , gm, m ≪ n
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Градиентная оптимизация в машинном обучении
Основные типы задач обучения с учителем

Линейные модели

Линейный классификатор и логистическая регрессия
Мультиколлинеарность и регуляризация
Метод опорных векторов

Регуляризация по L2-норме (сокращение весов, weight decay)

Øòðàô çà óâåëè÷åíèå íîðìû âåêòîðà âåñîâ:

L𝜏 (w , xi ) = L (w , xi ) +
𝜏

2
‖w‖2 = L (w , xi ) +

𝜏

2

n∑︁
j=1

w2
j → min

w
.

Ãðàäèåíò:
∇L𝜏 (w , xi ) = ∇L (w , xi ) + 𝜏w .

Ìîäèôèêàöèÿ ãðàäèåíòíîãî øàãà â ìåòîäå SG:

w := w(1− h𝜏)− h∇L (w , xi ).

Ìåòîäû ïîäáîðà êîýôôèöèåíòà ðåãóëÿðèçàöèè 𝜏 :
1 hold-out èëè ñêîëüçÿùèé êîíòðîëü
2 ñòîõàñòè÷åñêàÿ àäàïòàöèÿ ïî ñåòêå çíà÷åíèé {𝜏k}
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Градиентная оптимизация в машинном обучении
Основные типы задач обучения с учителем

Линейные модели

Линейный классификатор и логистическая регрессия
Мультиколлинеарность и регуляризация
Метод опорных векторов

Регуляризация по Lp-норме (p = 1, 2, . . . ) для отбора признаков

LASSO � Least Absolute Shrinkage and Selection Operator

Q(w) + 𝜏

n∑︁
j=1

|wj |p → min
w

⇐⇒

⎧⎪⎨⎪⎩
Q(w) → min

w
;

n∑︀
j=1

|wj |p ⩽ κ;

n∑︁
j=1

|wj | ⩽ κ
n∑︁

j=1

w2
j ⩽ κ

В: êàê äîêàçàòü ýêâèâàëåíòíîñòü ýòèõ äâóõ ïîñòàíîâîê?

T.Hastie, R.Tibshirani, J.Friedman. The Elements of Statistical Learning. 2017.
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Градиентная оптимизация в машинном обучении
Основные типы задач обучения с учителем

Линейные модели

Линейный классификатор и логистическая регрессия
Мультиколлинеарность и регуляризация
Метод опорных векторов

Сравнение L2 и L1 регуляризации

Çàâèñèìîñòü âåñîâ wj îò ïàðàìåòðà ñåëåêòèâíîñòè 𝜏

LASSO óñèëèâàåò îòáîð ïðèçíàêîâ ïî ìåðå óâåëè÷åíèÿ 𝜏
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Градиентная оптимизация в машинном обучении
Основные типы задач обучения с учителем

Линейные модели

Линейный классификатор и логистическая регрессия
Мультиколлинеарность и регуляризация
Метод опорных векторов

Геометрическая интерпретация отбора признаков

Ñðàâíåíèå ðåãóëÿðèçàòîðîâ ïî ðàçëè÷íûì Lp-íîðìàì:

Íåãëàäêîñòü ðåãóëÿðèçàòîðà ïðèâîäèò ê îòáîðó ïðèçíàêîâ
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Градиентная оптимизация в машинном обучении
Основные типы задач обучения с учителем

Линейные модели

Линейный классификатор и логистическая регрессия
Мультиколлинеарность и регуляризация
Метод опорных векторов

Негладкие регуляризаторы для отбора и группировки признаков

Îáùèé âèä ðåãóëÿðèçàòîðîâ (𝜏 � ïàðàìåòð ñåëåêòèâíîñòè):

ℓ∑︀
i=1

L (w , xi ) +
n∑︀

j=1

R𝜏 (wj) → min
w
.

LASSO (L1): R𝜏 (w) = 𝜏 |w |
� ñëèøêîì àãðåññèâíî îòáðàñûâàåò ïðèçíàêè

Elastic Net: R𝜏 (w) = 𝜏 |w |+ 𝜆w2

� ãðóïïèðóåò èíôîðìàòèâíûå ïðèçíàêè

Support Feature Machine (SFM):
R𝜏 (w) =

[︀
|w |⩽𝜏

]︀
· 2𝜏 |w |+

[︀
|w |>𝜏

]︀
· (𝜏2+w2)

� íå ãðóïïèðóåò íåèíôîðìàòèâíûå ïðèçíàêè

Relevance Feature Machine (RFM):
R𝜏 (w) = ln

(︀
𝜏w2 + 1

)︀
� ëó÷øå íàõîäèò ñîâìåñòíî çíà÷èìûå ïðèçíàêè
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Градиентная оптимизация в машинном обучении
Основные типы задач обучения с учителем

Линейные модели

Линейный классификатор и логистическая регрессия
Мультиколлинеарность и регуляризация
Метод опорных векторов

Метод опорных векторов (Support Vector Machine, SVM)

Дано: îáó÷àþùàÿ âûáîðêà (xi , yi )
ℓ
i=1, xi ∈ Rn, yi ∈ {−1,+1}

Найти: ïàðàìåòðû w ∈ Rn, w0 ∈ R ëèíåéíîé ìîäåëè

a(x ;w ,w0) = sign
(︀
⟨x ,w⟩ − w0

)︀
Критерий аппроксимированного и регуляризированного ERM:

ℓ∑︁
i=1

(︁
1−

(︀
⟨xi ,w⟩ − w0

)︀
yi⏟  ⏞  

margin Mi (w ,w0)

)︁
+
+

1

2C
‖w‖2 → min

w ,w0

Аппроксимация øòðàôóåò îáúåêòû
çà ïðèáëèæåíèå ê ãðàíèöå êëàññîâ,
óâåëè÷èâàÿ çàçîð ìåæäó êëàññàìè

Регуляризация øòðàôóåò íåóñòîé÷èâûå
ðåøåíèÿ â ñëó÷àå ìóëüòèêîëëèíåàðíîñòè

-3 -2 -1 0 1 2 3

0

1

2

3

(1−Mi )+

[Mi < 0]

В.Н.Вапник, А.Я.Лернер. Узнавание образов при помощи обобщенных портретов. 1963

C.Cortes, V.Vapnik. Support vector networks. 1995.

К.В. Воронцов (k.v.vorontsov@phystech.edu) ВвМО: минимизация эмпирического риска 25 / 33



Градиентная оптимизация в машинном обучении
Основные типы задач обучения с учителем

Линейные модели

Линейный классификатор и логистическая регрессия
Мультиколлинеарность и регуляризация
Метод опорных векторов

Основные свойства метода опорных векторов

1 Геометрия: øèðèíà çàçîðà
(ðàçäåëÿþùåé ïîëîñû) ìåæäó
êëàññàìè ìàêñèìàëüíà,

ðàçäåëÿþùàÿ ãèïåðïëîñêîñòü
ïðîõîäèò ïîñåðåäèíå ïîëîñû.

x−
x+

w

2 Эквивалентная ãëàäêàÿ çàäà÷à
âûïóêëîãî ïðîãðàììèðîâàíèÿ
ñ ïåðåìåííûìè 𝜉i =

(︀
1−Mi (w ,w0)

)︀
+
:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1

2
‖w‖2 + C

ℓ∑︁
i=1

𝜉i → min
w ,w0,𝜉

𝜉i ⩾ 1−Mi (w ,w0), i = 1, . . . , ℓ

𝜉i ⩾ 0, i = 1, . . . , ℓ

𝜉i — slack variable,
штраф за нарушение
разделяющей полосы
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Основные свойства метода опорных векторов

3 Двойственная задача îòíîñèòåëüíî ïåðåìåííûõ 𝜆i :⎧⎪⎪⎪⎨⎪⎪⎪⎩
ℓ∑︀

i=1

ℓ∑︀
j=1

𝜆i𝜆jyiyj⟨xi , xj⟩ − 2
ℓ∑︀

i=1

𝜆i → min
𝜆

;

ℓ∑︀
i=1

𝜆iyi = 0; 0 ⩽ 𝜆i ⩽ C , i = 1, . . . , ℓ

4 Опорные векторы � îáúåêòû xi : Mi ⩽ 1, 𝜆i > 0,
÷åðåç êîòîðûå ëèíåéíî âûðàæàåòñÿ âåêòîð ðåøåíèÿ w :

w =
ℓ∑︀

i=1

𝜆iyixi , w0 = ⟨w , xi ⟩ − yi äëÿ i : Mi = 1

5 Разреженность решения: îïîðíûìè âåêòîðàìè ÿâëÿåòñÿ,
êàê ïðàâèëî, íåáîëüøàÿ äîëÿ îáúåêòîâ âûáîðêè

S.Fine, K.Scheinberg. INCAS: An incremental active set method for SVM. 2002.

J.Platt. Fast training support vector machines using sequential minimal optimization. 1999.
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6 Скалярные произведения fi (x) = ⟨x , xi ⟩ ñ îïîðíûìè xi
îáðàçóþò íîâûå ïðèçíàêè äëÿ ëèíåéíîãî êëàññèôèêàòîðà:

a(x ;w ,w0) = sign
(︁ ℓ∑︀

i=1

𝜆iyi ⟨x , xi ⟩ − w0

)︁
7 Подстановка ядра (kernel trick) â äâîéñòâåííîé çàäà÷å

è â êëàññèôèêàòîðå äåëàåò ìîäåëü íåëèíåéíîé:

a(x ;w ,w0) = sign
(︁ ℓ∑︀

i=1

𝜆iyiK (x , xi )− w0

)︁
8 Ядро � ñêàëÿðíîå ïðîèçâåäåíèå K (x , x ′) = ⟨𝜓(x), 𝜓(x ′)⟩H

â ¾ñïðÿìëÿþùåì¿ ãèëüáåðòîâîì ïðîñòðàíñòâå H
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Классификация с различными ядрами

Ãèïåðïëîñêîñòü â ñïðÿìëÿþùåì ïðîñòðàíñòâå ñîîòâåòñòâóåò
íåëèíåéíîé ðàçäåëÿþùåé ïîâåðõíîñòè â èñõîäíîì.

Ïðèìåðû ñ ðàçëè÷íûìè ÿäðàìè K (x , x ′)

линейное полиномиальное гауссовское (RBF)

⟨x , x ′⟩
(︀
⟨x , x ′⟩+ 1

)︀d
, d=3 exp

(︀
−𝛾‖x − x ′‖2

)︀

Íà ïðàêòèêå C è K ïîäáèðàþò ïîä çàäà÷ó ïåðåáîðîì

Пример из Python SkLearn: http://scikit-learn.org/dev
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Задача обучения SVM-регрессии

Дано: îáó÷àþùàÿ âûáîðêà
(xi , yi )

ℓ
i=1, xi ∈ Rn, yi ∈ R

Найти: ïàðàìåòðû w è w0

ëèíåéíîé ìîäåëè ðåãðåññèè
a(x ,w) = ⟨w , x⟩ − w0

-3 -2 -1 0 1 2 3

0

1

2

3

𝜀 = a− y

𝜀2(︀
|𝜀| − 𝛿

)︀
+

Критерий ðåãóëÿðèçèðîâàííîãî ýìïèðè÷åñêîãî ðèñêà:

ℓ∑︁
i=1

(︀
|⟨w , xi ⟩ − w0 − yi | − 𝛿

)︀
+
+

1

2C
‖w‖2 → min

w ,w0

Свойства, îáùèå ñ SVM-êëàññèôèêàöèåé:

çàäà÷à âûïóêëàÿ, ðåøåíèå åäèíñòâåííî

ðåøåíèå ðàçðåæåííîå, âûðàæàåòñÿ ÷åðåç îïîðíûå âåêòîðû

âîçìîæíà çàìåíà ⟨x , xi ⟩ íåëèíåéíûì ÿäðîì K (x , xi )
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SVM-регрессия. Пример 1

SVM-ðåãðåññèÿ ñ ïîëèíîìèàëüíûì ÿäðîì ñòåïåíè 2:

Âûäåëåíû îïîðíûå âåêòîðû

Òèïè÷íî äëÿ SVM: ðåçóëüòàò îáó÷åíèÿ ñëàáî çàâèñèò îò
êîýôôèöèåíòà C , êîòîðûé ïîäáèðàþò ïî ãðóáîé ñåòêå

http://scikit-learn.org/0.5/auto_examples/svm/plot_svm_regression.html
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SVM-регрессия. Пример 2

Ñðàâíåíèå SVM-ðåãðåññèè ñ ãàóññîâñêèì (RBF) ÿäðîì,
ëèíåéíîé è ïîëèíîìèàëüíîé ðåãðåññèåé:

SVM-ðåãðåññèÿ èãíîðèðóåò âûáðîñû (ðîáàñòíîñòü)

Óäà÷íûé âûáîð ÿäðà èìååò çíà÷åíèå!

http://scikit-learn.org/0.5/auto_examples/svm/plot_svm_regression.html
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Резюме в конце лекции

Ìåòîä ñòîõàñòè÷åñêîãî ãðàäèåíòà (SG) äëÿ ERM:
� ïîäõîäèò äëÿ ëþáûõ ìîäåëåé è ôóíêöèé ïîòåðü
� ïîäõîäèò äëÿ îáó÷åíèÿ ïî áîëüøèì äàííûì

Аппроксимация пороговой функции потерь L(M)
� íåïðåðûâíàÿ îïòèìèçàöèÿ äëÿ äèñêðåòíûõ êðèòåðèåâ
� îáùèé ïðè¼ì äëÿ êëàññèôèêàöèè è ðàíæèðîâàíèÿ

Регуляризация � â ëèíåéíûõ ìîäåëÿõ ñíèæàåò
ïåðåîáó÷åíèå, âîçíèêàþùåå èç-çà ìóëüòèêîëëèíåàðíîñòè

Логистическая регрессия � ìåòîä êëàññèôèêàöèè,
îöåíèâàþùèé óñëîâíûå âåðîÿòíîñòè êëàññîâ P(y |x)
Метод опорных векторов � èçÿùíî îáîáùàåòñÿ ÿäðàìè
äëÿ íåëèíåéíîé êëàññèôèêàöèè è ðåãðåññèè

Негладкость функции потерь ⇒ îòáîð îáúåêòîâ (SVM)

Негладкость регуляризатора ⇒ îòáîð ïðèçíàêîâ (LASSO)
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