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Optimal Control Problem,
box control restrictions

x=f(x,u,t)

x() =x", tel = [70,1; ]

u(t)eU ={ueR :u, <u <u}
I(4) = (x(1,)) = min
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Possible approaches
to search of a global extremum

in optimum control problems

- Reduction to a problem of mathematical programming

- Method of casual multistart

- Tunnel methods

- Methods of integrated representations (Chichinadze-method)
- Methods of casual search

- Convexification methods

- Methods of consecutive search of local extrema

- Evolutionary algorithms

- Methods of the decision of the equation of Krotov-Bellman
- Methods based on approximations of reachable set

- Shepard approximation methods

- Methods of casual coverings
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Software
OPTCON (OPTimal CONtrol)

MAPR (1980-1986, 9BM B3CM-6)
KONUS (1986-1990, EC 3BM)

OPTCON-I (1989-2001, MS-DOS)
OPTCON-II (2002-2003, NIHTepHeT cepBep)

OPTCON-III (2004-2010, Windows
95/98/2000/XP/VISTA/LINUX)

OPTCON-IV (2011, Windows/LINUX)
OPTCON-F (2015-2016, Windows/LINUX)

Tjatjushkin A.lL Daneeva A.V.
Zholudev ALl Anikin A.S.
Erinchek N.M. Golomolzhina T.A.
Pinegina T.N. Veyalko |.A.
Zarodnyuk T.S. Finkelshtein E.A.
Podkamenniy D.V. Dorzhieva A.B.
Madzhara T.1. Khandarov F.V.
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Theoretical foundations of
proposed algorithms

* The necessary conditions of optimality (Pontryagin
maximum principle, the linearized maximum principle);

* Theory and methods of phase estimation
(approximation methods of integral funnels and
reachable set);

* The theory of global search in finite-dimensional
extreme problems (multistart methods,
tunneling methods, methods of grids);

» Lipschitz optimization theory (methods of coverings);

= Convexification theory (R.V.Gamkrelidze,
A.A.Tolstonogov, B.Sh.Morduhovich).
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Theoretical foundations of
proposed algorithms

* The theory of dynamical programming
(Hamilton-Jacobi equations);

* The theory of evolutionary programming
(genetic algorithms);

* The theory of deterministic global optimization
(stochastic approximation methods, Monte-Carlo
methods);

» Approximation theory (operator of Shepard).
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Methods of local extremum search

= Algorithms based on the maximum principle;
» Reduced gradient algorithm;

= Conjugate gradient algorithm;

*= Nesterov’s ravine algorithm;

» Spectral Projected Gradient of Yevtushenko;
= Quasi-Newton algorithm BFGS;

= Quasi-Newton algorithm DFP;

= Newton algorithm;

= Algorithm of coordinate-wise search;

= Powell's search algorithm.
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Global search algorithms
(one-dimentional variant)

= Algorithm of Strongin;

= Algorithm of Yevtushenko;

* Brent's algorithm;

= Algorithm of "parabol”;

= "Spline" - algorithm;

= Zhiglyavskii algorithms (, 3 versions).
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Phase estimation algorithms for
solving of optimal control problems

= Approximation algorithms of support function
(A.l. Tyatyushkin);

» Stochastic approximation algorithms;

* VVolume maximization algorithm;

» Reduction algorithms to the sequence of
the optimal control problems;

= Algorithm are based on the maximum principle
("Ratszinskii’'s method");

= Algorithms are based on the boundary equation of
the integral funnel.
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Implemented algorithms

= Algorithm of random muiltistart;

= Algorithm of grids;

= Consecutive discretization algorithm;

= Convexification method;

= Curvilinear search algorithm;

= Algorithm of random coverings;

» Shepard's algorithm;

= Genetic algorithm;

= Algorithm is based on the maximum principle;
= Tunneling algorithm;
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Areas of application

Flight dynamics;
Space navigation;
Mechanics;
Robotics;
Electrical power engineering;
Chemistry;
Materials science;
Quantum physics;
Economics;
Ecology
Geography;
Medicine;
Criminal science;
Materials science;
Seismology, etc.
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Applied problems
Flight dynamics

* Investigation of critical aircraft dynamics in general
flight maneuver and sortie modes;

« Task of optimal maneuvers synthesis in the frame
“aircraft against radar’;

* Problem of landing a heavy aircraft ("Buran”) to
the maximum range.

» - Chelyabinsk higher military school of navigators;
» - Ramenskoe instrument-making design office,
- State research Institute of aviation systems.
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Applied problems
Flight dynamics

« Computation of aircraft maneuver for protection
against missiles attacking from the rear
hemisphere;

« Optimization of spatial maneuvers of the
helicopter and modes for engine failure.

« - Sukhoi experimental design office,
« - Gromov flight research institute;
« - Kamov helicopter factory.
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Applied problems

Space navigation

» Task of orbital spacecraft orientation;

« Problem of the spacecraft landing to the
Earth, Moon, Mars.

» - Central specialized design bureau “Progress’;
» - Rocket-space corporation “Energy’.
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Applied problems

Electrical power engineering

» Optimization of operation modes of electric
networks with DC.

» - Melentiev energy systems institute.
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Applied problems

Robotics

» Optimization of anthropogenic robot
movement;

» Analysis of spherical robot dynamics.

» - Irkutsk state transport university;
« - Kyushu university, Fukuoka, Japan.
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Examples of spherical robots

{ :l Tc) -
¥ C g

[1] A. Halme, T. Schonbelmnd Y. Wan%). Motion control of a s%herical mobile robot. In Advanced
Motion Control, 1996. C'96-MIE. Proceedings., 1996 4th International Workshop on,
volume 1, pages 259{264. IEEE, 1996.

[2] J. Alves and J. Dias. Design and control of a spherical mobile robot. Proceedings of the
Institution of Mechanical Engineers, Part I: Journal of Systems and Control
Engineering,217(6):457{467, 2003.

[3] V. Joshi, R. Banavar, Motion analysis of a spherical mobile robot, Robotica, 2009, 343-353,
doi: 10.1017/ S0263574708004748.

[4] Shengju Sang, Jichao Zhao, Hao Wu, Shoujun Chen, Qi An: Modeling and simulation of a
spherical mobile robot. Comput. Sci. Inf. Syst. 7(1): 51-62 (2010).

The 11th International Conference on Intelligent Data Processing: Theory and Applications (IDP-2016), 18
10-14 October 2016 in Barcelona, Spain



The geometric meaning

The inertial coordinate system >
and the coordinate system »__
related to the scope of its
geometrical center.

The auxiliary coordinate system
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The problem for spherical mobile robot optimal

control with three-dimensional control
Dynamic model

« X = G ()] Xoq i (Ouy,
- state and control are defined as
© X 2 [Ug, Vg, Uy, Vo, P,

s u 2 [, P 3],

« a ;i = 1,3 denote the angles
of engines rotation.

Finkelstein E.A. (ISDCT), Svinin M.M. (Mechanical Engineering Department,
Faculty of Engineering, Kyushu University, Fukuoka, Japan)

The 11th International Conference on Intelligent Data Processing: Theory and Applications (IDP-2016),
10-14 October 2016 in Barcelona, Spain



Dynamic model

i 0 —R 0
R 0 0
G = |siny/cosv, cosy/cosv, 0],
cos Y —siny 0
siny tanv, cosytanv, 1.

vectors nq,n,, n3 are the columns of the matrix
cos u, cosyp + sinu, sinv,siny cosv,sinyp —sinu,cosy + cosu,sinv,siny

= |—cosu, siny + sinu, sinv,cosy cosv,cosy sinu,siny + cosu,sinv,cosy
sinu, cos vy, —sinv, cosu, cosv,

The inertia matrix of the system is defined as

(2/3m, + M)R? 0 0 ]
J= 0 (2/3m, + M)R? 0 +(2J,+J,)E,
0 0 2/3m,R?]

where M is a total mass of the robot, m, and m,. denote the mass of the
spherical shell and a separate rotor.
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Statement of the optimal control problem

Optimality criterion for control norm
T

Ji= f uTudt,
0
The initial state of the system is defined as
x(0) = [0,0,0,0,0]7,
The final state x(T) is fixed.
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The computing experiments

Transfer problem from point x(0) = [0, 0,0, 0, 0]” to point
x(T) = (0,2, 0,3, 0, 0,7]. 5
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The trajectories of the phase variables and the
0o ' 1 ' 2 ' 3 ' a4 ' s trajectory of the contact point on the plane
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The problem for spherical mobile robot optimal
control with two controls

c k= G(x)J (X)), i (),

‘u= [(pl’ (pZ]T
* If the contact point lies on the equator
‘u, = +(2k+1)7,k=0,12,..,

* then the plane of the rotors arrangement
becomes perpendicular of the touching
plane. The system becomes locally
uncontrollable, there is a physical
singularity.
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The computing experiments

* Transfer problem from point x(0) = [0, 0, 0, 0, 0]7 to point
x(T) =[0,2, 0,3, 0, 0, %].
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Applied problems
Chemistry

» Model identification and search of oscillating
heterogeneous catalytic reactions;

« Software developing for analyzing
electrocardiogram data of experimental
animals.

» - Boreskov catalysis institute, Novosibirsk, Russia;

» - Vorozhtsov Novosibirsk institute of organic
chemistry.
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The phenomenon of self-oscillations

*The processes of spatial and temporal self—orgamzatlon
very often observed in various .
catalytic systems.

-In homogeneous catalysis these
phenomena were discovered
by B. P. Belousov in 1951.

-In heterogeneous catalysis for
the first time oscillations of the
reaction rate observed in the

oxidation of CO on platinum in the early 70-ies of the last

century.
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Kinetic model of methane oxidation
on the nickel surface

Consider the system describing the methane oxidation on the nickel
surface

x1 = k1Pcpa(1 —8) — koxq — k3 (1 — S)xq,

xy = (k3xq — kaxz)(1 = S),

x3 = (kaxz — ksx3)(1 = S),

xy = (ksxz — kexa)(1—5),

xt = (kgxq + kaxy + ksxz + kexy) (1 — S) — 2kq0%E — kigXsx7 —

k17X5x8 — K18X5X10,

Xe = kexs(1 —5) — koxex7 — k12X¢Xsg,

x7 = 2k7Pg2(1 = S)* — stx% — K9Xg,;, — K11X7 — k1aX9X7 — k16X5X7,

xg = k11X7k12X6Xg — K15XoXg — k17X5Xg — 4k19PcHaXs,

X9 = KoXgX7 + kq2XeXg — ky3X9 — k14XoX7 — K15X9Xg,

X10 = k1tqlx5x7 + ki x5xg — klﬁxsx 0-
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Kinetic model of methane oxidation
on the nickel surface

Definition area: 0 < x; < 1,5 =X12, x; < 1,

E.
_ 1,0 J
kj = k; exp{ RT}

where R, k?, E; defined and fixed, temperature T and partial
pressure Pcy,, Pg, set by admissible intervals: T € [800, 1200],

Pcy, + Po, = 329 Topp, — € 11,30].

02
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The domain of oscillations existence

Stochastic approximation Border approximation
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Trajectories of the system variables

T = 1056, Py, = 261,Pg, =68 T = 1056, P¢y, = 266, Py, = 63
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When the parameter P¢y, goes

When the parameter Py, goes through

through the lower boundary of the the region upper boundary variables xs

region the oscillations become

damped.

T = 1056, Pcy, = 260, Py, = 69
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The study of self-oscillations in CO
oxidation on platinum in terms of the

temperature inhomogeneity. Initial ODE
approximation

z1 = k1 Po(1 = 27) — kpzy — k3212, + D
Zy = k4P, (5123 +5,(1 —23)) - (1 — 2y — 2,)* — k3212,

. 1
Zz = ks ( uo—ai) — ZB)

1+ exp( i

z1, z2, z3 are levels of CO, oxygen and platinum.

Parameters k2, k3, k5 depends on the T' value of temperature at which the
reaction takes place, pressure Pco and Po: are the parameters of the
model, the remaining parameters are constant.
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Trajectories of the system variables

x(0) = (0,0,0), T = 543.5 x(0) = (0.6,0.5,0.4), T = 544.5
0.8 -

0.6

0 | | | |
0 2 4 6 8 10
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Dependence of the oscillations on
temperature

Plots of amplitude (left) and frequency (right) of oscillations in
the concentration of CO from the re%lgtion temperature.
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Dynamic control system with partial
derivatives

z,(x, 1), z,(x, 1), z,(x, t) are spatial variables

oz 322

3_131 ] k1p{:{}(1 - Zf) - k221 - kgzlzz + D %21

a

? = k4P02(512'3 + 32(1 - 23)) ' (1 —Z1 — 22)2 - k?}zlzg
0z3 _ 1

b i

Parameters [1,, [1,, L1, depends on the [ value of temperature at
which the reaction takes place, pressure L1455 and [, are the
parameters of the model, the remaining parameters are constant.

(x — Xo)z
2072

T(x) = Ty + AT exp (-—- ), X9 =400,0 = 12,Ty = 543.47,AT = 2.5
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Computational experiments. Surface plot

The surface profile of
the CO concentration
in (x, t) space.

P.,=448-107°
P, =1.1-107*

SO
S
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Computational experiments. Shaded
surface map
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x = 400,T = 54497,
Z1 max = 6*35,21 min — 0.26
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Applied problems

Materials science

» Optimization problem of composite
structures;

 Calculations for designing space engines of
new type.

» - Design Technological Institute of Digital
Techniques, Novosibirsk
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Applied problems

Quantum physics

 Calculation of the basic operations of the quantum
computer;

« |ldentification of distributed dynamic models of
electrons spin epitaxy;

« Modeling of strained heterostructures in quantum
dots “silicon-germanium?”.

» - Rzhanov institute of semiconductor physics,
Novosibirsk.
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Quantum computer

* A.V. Rzhanov institute of semiconductor physics SB
RAS (A.V. Dvurechensky, A.F. Zinov'eva,
A.V. Nenashev),

= [nstitute for System Dynamics and Control Theory SB
RAS (A.Yu. Gornov, T.S. Zarodnyuk);

= Employment of quantum dots (QD) as basic elements
of a quantum computer has a lot of advantage: we can
control of their geometric characteristics and location;

= |t is proposed to use vertically combined layers of QD
in Ge-Si system for carrying out of quantum
computation.
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Two cells of the quantum computer

e It is considered two cells of a quantum computer which
are based on four tunnel—-coupled semiconductor QD;

Control gate
2 \ \ i

qudag’;[:mw electrons f”(/lg\ /4J§l34

e The size and the density of QD is determined to
existence of sufficient tunnel couple in top layer for
implementation of quantum logical operations;

« The exchange operation of information (SWAP)
implements due to movement particles to a top layer.
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Applied problems

Quantum physics

. 0 M 0
= YR X, x(ty)=x
S BAH g_gg/zﬂHc g+§g/2ﬂHc 0
g—Ag/2 J hw  BAH J g+Ag/2
m| 2 PHe _Z+Ag[2g+ 2 2 y P
M =

h g+Ag/2,BH J J o hw+,BAH g—Ag/2IBH

2 ¢ 2 4 2¢ 2 2 ¢

+Ag /2 —Ag/2 J
0 8 2g IBHC : 28 IBHC Z_ﬂAH

AH (t) is a control function of such structure
u(t) =a, +a,cos(a,t +ay), a, €[0,200] is frequency of oscillation,
a, €[0,3]amplitude, a, €[0,27] initial phase,

a, €[—3,3] is non-zero constant shifting one of the electrons closer to the
resonance.
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Applied problems

Quantum physics

32
I=3x2(t)+4—-2v A% + B> - min

i=1
A and B for the operation of “@ -turn” states as following:

Azcosg(xl—I—xlo—l—xlg+x28)+nxsing(x6+xl3+x24+x31)—|—
11, $in— (3 — X + Xag = Xy9 )+ 71, SN2 (X — X4 + X3 — X, )
n,s 5 Xy = Xg T Xpg —Xp7 )T 1S 5 X5 = Xig T X3 T X3
B— (P( . P
4 4

+n, sinE(x6 — X3 + Xy, —x31)+ n, sinz(— X, + X0 — X +ng)

Components n,,n ,, 7, of 1 vector determines rotation around the
axes X, Y and Z respectively.

The 11th International Conference on Intelligent Data Processing: Theory and Applications (IDP-2016),
10-14 October 2016 in Barcelona, Spain



The optimal control problem for system

of quantum dots
The results of computing experiments
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Probability of finding electrons in quantum
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Applied problems

y Quantum physics

“_E 2 U .
10 4 1 -

1698 1.700 1.702 1

error functional f
%] I D
| | |
1 i 1 1 i

time (us)
Dependence of the error functional for the operation of “rotate around
the specified axis for ¢ = 7/2”

[A.V. Nenashev, A.F. Zinovieva, A.V. Dvurechenskii, A.Yu. Gornov, T.S. Zarodnyuk. Quantum logic gates from time-

dependent global magnetic field in a system with constant exchange // Journal of Applied Physics 117, 113905 (2015)].
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Applied problems
Ecology

Modeling of lands desertification processes for the steppe
regions of Kalmykia and Mongolia;

Optimization problem forest utilization on the territory of
Irkutsk region;

Modelling of biotransformation processes of organic
substances in forest ecosystems of the Baikal region.

e - Sochava institute of geography, Irkutsk;
- Siberian institute of plant physiology and biochemistry, Irkutsk.
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Applied problems
Medicine

« Evaluation of medico-social factors of fertility and
oncological diseases of the Irkutsk region population;

* Investigation of socially important environmental health
problems of the Baikal and Arctic regions population;

« - East-Siberian institute of medico-ecological research,
Angarsk;

e - Irkutsk diagnostic and treatment center;

» - Irkutsk state medical university.

The 11th International Conference on Intelligent Data Processing: Theory and Applications (IDP-2016),
10-14 October 2016 in Barcelona, Spain



Applied problems
Biology

« |ldentification of significant factors in biomolecular
networks.

- Mongolian national institute.
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Identification of significant factors in
biomolecular networks

xAx — max
A={xeR"':x. >0, x=1}

The matrix A consists of 1000 .
rows and 1000 columns.

The numerical solution is
non-null elements of vector x.

[B. Amgalan, H. Lee. DEOD: uncovering dominant effects of cancer-
driver genes based on a partial covariance selection method //
Bioinformatics (2015) 31 (15): 2454-2460].
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Applied problems
Criminal science

« Optimization problem of anti drug addiction and
crime investment programs;

« Modeling of youth crime processes in the Irkutsk
region.

- Vienna university of technology, Austria;

- East-Siberian institute of the Ministry of internal
Affairs of Russia.
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Applied problems

Economics

 Calculation of investment programs of Kabansky
region in Buryatia;

« Modeling market equilibrium for the grain market
of Mongolia.

» - Mongolian national institute;
» - Sochava Institute of geography, Irkutsk.

The 11th International Conference on Intelligent Data Processing: Theory and Applications (IDP-2016),
10-14 October 2016 in Barcelona, Spain



Applied problems

Transportation

- Calculations of urban traffic equilibrium.

- - Keldysh institute of applied mathematics,
Moscow;

» - Moscow Institute of Physics and Technology .
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Applied problems

Seismology

» Modeling and estimation of seismic
resistance of buildings.

o - Institute of earth crust, Irkutsk.
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Modeling and estimat

resistance
. . +C .. : +C .
yl _()/2 yzz_(ys Mxyz)_X(t) y3 :y4 _)./4:—()}6 Myy4)—Y(t)
2 2
D-(y,,y,) if2- 42 <,
(J’2 y4) R;X R;y
)‘/5 y2 y2 y2 y2
=3/ ve) (1, p,) if -+ == >land ——=— + —S8— <1,
Vs OO Y RN ORY (R') (R'y)
f y52 + y62 >1.
L (R'TX)2 (R'TY)2

The generalized stiffness parameters obtained from the elastic calculation in
SCAD software are D,, = 2272, D,,= D,,=-397, D,, = 8982.

The attenuation coefficients Cx = 26, Cy = 35.

The yield strength of the building frame were determined by methods of limit
equilibrium theory. Rrzx= 190 and Rrr= 63.

The limit of elastic-plastic work relies R'=105%"R

M = 208/9.81
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Accelerogram of earthquake near Baika

.08.2008

(Talaya station), scaling by 8 points
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Reaction dynamics on the plane (R,, R)) and yield
surface. 8, 9 and 10 points

1009 g, 100 g,

Ry Ry
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Accelerogram of earthquake near Limon City, Kosta-Rica,
22.04.1991, scaling by 8 points
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Reaction dynamics on the plane (R, R))
and yield surface, scaling by 8 points
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Reaction dynamics on the plane (R,, R)) and yield
surface, 7 and 9 points
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Algorithms for the solution of huge
quasiseparable optimization problems

- Morse potential optimization;
- Keating potential optimization;

- Huge-Scale separable convex
optimization problem;

- PageRank problem.
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Morse potential optimization

A cluster is a structure consisting of a finite number of atoms or
molecules. Occupies an intermediate position between the individual
particles and the bulk material.

The interaction between the elements of the clusters described
various potential functions defined multidimensional potential energy
surface.

Finding the minima of the potential allows to obtain stable atomic-
molecular configurations.

Such simulation in some cases replaces the field experiments.

The Cambridge Energy Landscape Database (The Cambridge
Cluster Database): http://www-wales.ch.cam.ac.uk/CCD.html
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Knactep - cTpykTypa, COCTosILLas U3 KOHEYHOro YMcria aToMoB UK
MoJiekyn. 3aHMMaloT NPOMEXYTOYHOE MONOXEHNE MeXay
oTAenbHbIMU YacTULaMU U OObEMHbBIM BELLECTBOM.

B3aumogencrteme mexay aneMmeHTamMm Takmx Krnactepos
onunceiBaeTcs pasnuyHbiMyU PyHKUMAMKM NOTEHUManos, 3agaroLmx
(MHOroMepHbIe) NOBEPXHOCTU NMoTeHuunarnobHom aHeprum (Mr3).

HaxoxgeHne MUHUMYMOB (CTauMOHAPHbIX TOYEK) TaKnUX
NOTEeHUManoB (MOBEPXHOCTEN) NO3BOSIAET MosiydyaTb YCTOMYMBLIE
aTOMHO-MONEKYNApHble KOHUrypauum.

[TogobHoe MogenupoBaHue B psige CUTyauun 3aMeHdaeT HaTypHble
(bnsndeckmne) aKCrnepmmMeHTHI.
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Morse potential function
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Morse potential function
with different p values
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Morse potential optimization

* A global optimization problem.

 An astronomical number of local extrema. For
example, for a cluster of 147 atoms experts provide
estimates of the order of 10°Y.

* The current state: “large clusters”, consisting of
more than 200 atoms (600 variables).
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«3anaya rnodbanbHOM onNnTUMMU3aLUnn.

*ACTPOHOMUYECKMNE YMCIIO JTOKASIbHbIX
OKCTpeMyMOB. Hanpumep, anga knacrtepa u3 147
aTOMOB 3KCNepTbl AatoT oueHku nopsigka 1099,

« CoBpeMeHHOEe COCTOsIHME 3adadun — «bonblume
KrnacTtepbl», cocTosilme bonee yem n3 200 atomoB
(600 nepemMeHHbIX).
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Morse potential optimization

The Cambridge Cluster Database
D.J. Wales, J.P.K. Doye, A. Dullweber, M.P. Hodges, F.Y. Naumkin,

F. Calvo, J. Hernandes-Rojas and T.F. Middleton.
www-wales.ch.cam.ac.uk/CCD.html

Hefei National Laboratory for Physical Sciences [ o’ ok |
at the Microscale and School of Life Sciences, ‘
University of Science and Technology of China.
staff.ustc.edu.cn/~clj

Jorge Marques

Department of Chemistry Research
in Computational Chemistry and
Molecular Modeling

University of Coimbra, Portugal.
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Applied optimization methods

Local optimization techniques
The main (universal) methods

- Conjugate Gradient;

- L-BFGS;

Additional methods

- Cauchy;

- Powell;

Special methods

- Polyak;

Global optimization techniques
- Multi-start;

- MSBH-Monotonic Sequential Basin-Hopping;
-“‘Big-Bang’;

-“Forest”
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MSBH method
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MSBH method
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LM1
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LMn

Forest method
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Forest method
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Kpntepun “Boipybkn” (pectapra) nokanbHoro crnycka:

m [docTnxeHne cTaymMoHapHol TOYKN — NPoBepKa HOPMbI FPafneHTa U
T.A.

m Bpemsa paboTbl — pecTapT “cAMIKOM cTapbiX BeTBel

m banzocts k gpyromy sksemnaspy (nokasbHOMY CMycky)

m YcnewHocTs' paboTbl — pecTapT 3K3eMMIAPOB, UMEKLLNX CINLLIKOM
BbICOKOE 3HayeHne ONTUMU3NPYEMOR OyHKLNK

m l3HavanbHo p83pa6aTblBBETCﬂ JIRAbS I'IE]pEU'IIIEJ'IbHOﬁ peajin3aunn

m JlokanbHble cnyckn pa3buBaroTcs Ha y4acTKU, € (DPUKCUPOBAHHBIM
BpemMeHeM paboTbl (“kBaHTbI")

m [l POCTad CUHXPOHWN3aLWNA

m MoxeT bbITb peannsoBaH Ha annapaTHbix nnatgopmax Tuna GPGPU

(Nvidia CUDA, OpenCL, ...)
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Computing Experiments

MSBH/Forest
n | UK (CCD) ISDCT
20 | -97.417393 -07.41739307417
80 | -690.577890 | -690.5778902004155952
147 | -1531.498857 | -1531.498857189995761

n is a number of atoms.
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n

Computing Exp

MSBH/Forest

CN

ISDCT

150
155
160
165
170
175
180
185
190
195
200

-1570.956895
-1639.571558
-1705.794373
-1774.727639
-1842.736500
-1911.754634
-1979.907966
-2048.617785
-2119.104838
-21389.107474
-2260.148943

-1570.956894507743300
-1639.571558368015758
-1705.794372516992553
-1774.727688598778741
-1842.786499541551848
-1911.754684452901074
-1979.907965818779076
-20438.617735496087890
-2119.1048383297832076
-2189.107474368099702
-2260.148943425931975
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Computing Experiments
MSBH/Forest

CN

ISDCT

205
210
215
220
225
230
235
240

-2329.258501
-2400.884161
-2473.351504
-2544.094288
-2016.672973
-2691.174648
-2767.215086
-2339.054430

-2329.258501195624831
-2400.884161410538582
-2473.226631779617037
-2543.330357362101664
-2016.672972732320432
-2091.174648208746930
-2767.2150858934396604
-2839.0999247438702961
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Computing Experiments
MSBH/Forest, n = 240

CN | -2839.054430
PT | -2839.099925
ISDCT | -2839.099924748702961
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Computing Experiments

Forest
n ISDCT

241 | -2852.938110154795595
242 | -2866.778831123787869
243 | -2882.570361711906116
244 | -2897.072046040393616
245 | -2910.707949591107536
246 | -2924.517707573666030
247 | -2940.293677679405846
248 | -2955.679013678213323
249 | -2971.203337281702716
250 | -2985.771711424368277
251 | -2999.469988809987626
252 | -3013.550134756378611
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150 atoms cluster: CN, ISDCT
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155 atoms cluster: CN, ISDCT
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160 atoms cluster: CN, ISDCT
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165 atoms cluster: CN, ISDCT
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170 atoms cluster: CN, ISDCT
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175 atoms cluster: CN, ISDCT
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180 atoms cluster: CN, ISDCT
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185 atoms cluster: CN, ISDCT
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195 atoms cluster: CN, ISDCT

The 11th International Conference on Intelligent Data Processing: Theory and Applications (IDP-2016),
10-14 October 2016 in Barcelona, Spain



200 atoms cluster: CN, ISDCT
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230 atoms cluster: CN, ISDCT
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240 atoms cluster: CN, ISDCT, PT
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Keating potential optimization.
Form of a quantum dot Si-Ge
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Keating potential function

. A

3 v
E = T jJ{Hfs IJH) du}+
1=1 L j=1
Bijk dij - dix | *
8 i kS5 s - ik | _

n is the number of atoms in the crystal lattice;
* D, dy, vij, Bijr are constants set;

* R. = (x, x,, x;,) radius vector of the i-th node
(optimized variables).
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Features of the problem:

- High dimensionality of 10° variables and more.
= The high demands on the result accuracy.

Tested optimization methods:

« Cauchy method;
« Conjugate Gradient Method,;
= Newton's Method.
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Difficulties with Newton's metho
implementation

The dimension of these problems depends of
physical limits of the Hessian matrix size which
flows from the available memory.

The high computational complexity due to the
required long time for solving problem of such
dimension
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Hessian matrix

af df df of
or1dr1 dr10x9 dr10r3 dr10arn
of df df df
drodr1 drodxo Jdaroadrsy drodry,
of df df df
dr3drq dxzdxo drgdry Orgdry,
af df df df
0T 0 Orndro Orndry AT OTn

Storage of a dense matrix requires about »? memory cells.
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Sparse Hessian matrix

of of o ... of

orq1011 dr10ro " Oxr10rn
of _9fF o ... 0

dradrq drodro

0 0 0 --- 0

of () 0 ... of

f_) I T {:_) x i i ('_) W 11 f'_)l‘ 11
1

Storage of a sparse matrix requires less then »? memory cells.
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Methods of sparse matrix storage

« Diagonal scheme for storing circuit tape matrices;
* Profile storage scheme of symmetric matrices;

« Connected scheme of sparse storage;

» Sparse line format;

and a number of other methods, and various their
modifications.
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MeToabl XpaHeHUA pa3peXeHHbIX MaTPULL

e [InaroHanbHaga cxema XpaHeHUs NEeHTOYHbIX
MaTpul,.

* [lpodunbHas cxema XpaHeHUa CUMMETPUYECKNX
MaTpul,.

» CBA3HbIE CXEMbI pa3peXxeHHOro xpaHeHus.

* PaspeXXeHHbI CTPOYHbIN dhopMmar,

a TakK Xe pag apyrux MetogoB U pasfindHble UX
Moandukaumu.
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Applied method of sparse
matrix storage

|/|H,EI,€KCI:>I . 11_1.11_2...f1_L Ig_l.fg_g...IQ_L I?'r..l---In.L
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L is a maximum number of nonzero elements in the Hessian line. For
considered problem L = 51.

iy =1

o
B a;lfj 0;17-;?1_

Vik ,m =1}
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The ratio of dense and sparse
matrices size

n J[ :\ [Hpa'i"‘.ﬂf? :\ [._’-_?j’}{].'}".ﬂf? / Jlr
10 | 800 b 6 Kb 7.65
102 | 781 Kb | 598 Kb | 7.65-1(
10% | 7.6 Mb | 598.7 Kb | 7.65-1
10% | 7629 Mb | 5.8 Mb | 7.65-1
10° | 745 Gb | 58.4 Mb | 7.65-1(
| 1
1

10 | 7.3 Tb 583.6 Mb | 7.65 -
107 | 727.6 Tb | 5.7 Gb 7.65 -

M = 8 n?* the size of a dense array (in bytes).
M =51 (8 +4) n the size of a sparse matrix (in bytes).

sparse
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Features of used storage format

Selected format has a number of positive features:

a fixed amount of memory used order 2:L-n cells;

a small number of occupied cells, about 4-5 % when the dimension
of the problem is 10° ;

a quick access to the elements of the main diagonal;

ease of implementation procedures for sparse matrix multiplication
on a tight vector.
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BbibpaHblii hopMaT nMeeT psf NONOXKUTENbHbIX OCODEHHOCTEN :

B PukcnpoBaHHbIV pa3mMep UCNOb3yeMol nNamaTu nopsgka 2 - L - n
a4eekK

B Manoe 4ncno He3aHATLIX A4eeK —
4 - 5% npu pasmepHocTu 3agaum 10”

| BbICprlﬁ AOCTYMN K 3JIEMEHTaM rJ1JaBHOWN ANaroHaln

m [lpocToTa peanusauum npoueaypbl YMHOXEHUS pa3peXeHHOM
MaTpULbl Ha MJIOTHbIA BEKTOP
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Computing experiments

Newton's method modification

n The value of the function t, s Number of
before optimization | after optimization Iterations

0304 | 1.744335-10~> | 2.678759-10—2° 190 | 11

139968 | 1.744335-1072 | 1.240275 - 10722 260 | 11
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Computing experiments

Conjugate gradient method

n The value of the function t, s |Number of
before optimization after optimization LaCUChL

24000 1.742574 - 1072 | 5.230097 - 10~1% | 5.6 434
81000 1.742574 - 1073 | 6.477517-1071% | 43.8 | 803
201600 1.742574 - 1073 | 7.544217 - 10718 | 109 1145
421824 1.742574 - 1072 | 9.643463 - 10~1% | 312 1527
643000 1.742574 - 1073 | 2.538089 - 10~17 | 564 1747
1536000 | 1.742574 - 1073 | 7.920582- 1017 | 2003 | 2349
10535424 | 1.742574 - 1073 | 6.006104 - 10~1° | 13204 | 2154
21233664 | 1.742574 - 1072 | 9.104004 - 10~ | 16009 | 1960

Tests were carried out on a computer system containing 10 cores

Intel Xeon X5670
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Huge-Scale separable convex
optimization problem

The classification of local optimization problems
on the number of variables
proposed by the Yu.E. Nesterov:

“Small” — up to 100 variables
“Medium” — from 103 to 104 variables
“Large” — from 10° to 107 variables

e “Huge” — more than 108 variables
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Huge-Scale separable convex
optimization problem

Difficulties

e the number of variables — memory limitations
« the computational complexity — time limit
 the required amount of computation — time limit

parallel computing

Required memory
» float - 4 bytes per cell
« double - 8 bytes per cell
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Required memory

the vector size of n elements
n float double

10~ 0.39 KB 0.78 KB
10° 3.901 KB 781 KB
104 3006 KB | 78.13 KB
10° | 390.63 KB | 781.25 KB
106 3.81 MB 7.63 MB
107 38.15 MB | 7629 MB
108 | 381.47 MB | 762.94 MB
10? 3.73 TB 7.45 TB
1019 | 3725 TB| 7451 TB
101 | 37253 [B | 74506 TIB
1012 3.63 TB 728 TB

Memory (RAM) - the main hardware limitations for many modern Huge-Scale
optimization problem.
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Test optimization problem 1

I

flx) = Z(zf +2f)
=1

This test function is convex, separable, the minimum value is
known (fmin = 0).

The calculation of values of the function f{(x) and its gradient Vf{(x)
performed in parallel on different CPU cores, for large-scale
problems it is impossible for one compute node due to physical
limitations on the amount of RAM.
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Computing experiments

Computational experiments were carried out with

«Computing cluster MBC-100K of Interdepartmental
Supercomputer Center.

RAM -1 Gb, 1 CPU.

«Computing cluster MBC-100K of Keldysh Institute of Applied
Mathematics RAS.

«Computing cluster “Academician V.M. Matrosov”, unit “Tesla”.
RAM - 250 Gb, 32 CPU.
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Computing experiments
the running time of algorithm

Core i7, NTTM, MCL, MCL,
N 4 CPU | 100 CPU | 100 CPU | 1000 CPU
10° 1.02559
103 1.02685 1.58932 1.44929
10* 1.03031 1.63431 1.72392
10° 1.03406 1.63837 1.92358
106 1.12513 1.64386 2.12392 2.27892
107 2.01723 1.72646 2.23966 2.40381
10% | 10.93844 2.22012 3.77897 3.36539
10? 16.29881 | 18.55662 7.78179
1019 140.30873 | 160.74543 | 58.09801
1011 198.05384
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Computing experiments

1000+
— MCL, PAH, MBC 100K, 1000 CPU
— MCL, PAH, MBC 100K, 100 CPU
— WMNM PAH, MBC 100K, 100 CPU
100/ — Intel Core 1i7-2640M, 4 CPU
0
Q
w
LI
104
1

le+02 1e+03 1le+04 1e+05 1e+06 1e+07 1e+08 1e+09 1le+10 le+11
n
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Required memory (1 core)

n RAM
102 0.78
107 7.81
10* | 78.13
10° | 781.25
100 7.63
107 | 76.29
10% | 762.94

01 U1 O JIlI Ul Ul Ul

=222 X X XX
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Required memory (100 cores)

n RAM RAM / 1 CPU core

107 | 7629 MB 76.29 MB
108 | 762.94 MB 762.94 MB
10? 745 TB 7.63 MBE
10'Y | 7451 TB 76.29 MBE
10" | 745.06 TB 762.94 MB
1012 728 TB 745 TB

10-14 October 2016 in Barcelona, Spain



Computing experiments

*good scalability of the proposed implementation;
the main limiting factor - the amount of available RAM,;

*High-performance for separable problems.
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Test optimization problem 2

1 n
fla)=> ai+ > (x—w1)
=1 =2
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Computing experiments
the running time of algorithm

Core i7, NTTM, MCL, MCL,
N 4 CPU | 100 CPU | 100 CPU | 1000 CPU
107 1.02845
103 1.03536 1.52187 1.08275
10* 1.03566 1.59923 1.30111
10° 1.05166 1.56577 1.33428
106 1.28414 1.60642 1.79563 2.62236
107 4.17233 1.65246 2.00984 3.68216
10% | 33.29102 3.29205 5.99972 4.15825
107 17.26339 | 41.40902 | 10.97092
1019 246.75377 | 363.31317 | 88.66335
1011 358.11812
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Computing experiments

1000
— MCL, PAH, MBC 100K, 1000 CPU
— MCL, PAH, MBC 100K, 100 CPU
— WNM PAH, MBC 100K, 100 CPU
100/ — Intel Core 17-2640M, 4 CPU
O
@
wn
iy
10+

T y y T y u T u u T u y T u u T u u T y u T u y T u u T
le+02 1e+03 le+04 1le+05 1le+06 le+07 1e+08 le+09 le+10 le+11
n
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Computing experiments, test 2
Modification of Polyak method, time (s)

Core 17, Matrosov, MCL,

2 CPU 30 CPU 200 CPU
N K=1 K=2 K=1 K=2 K=1 K=2
10% 0.003 | 0.002
103 0.004 | 0.003 0.008 0.006 0.008 0.005
10* 0.008 | 0.004 0.008 0.008 0.013 0.005
10° 0.028 | 0.015 0.012 0.010 0.012 0.007
106 0.199 | 0.181 0.097 0.093 0.011 0.010
107 2.021 | 1.218 1.052 1.013 0.066 0.047
108 | 29.261 | 18.030 || 10.444 9.794 2.361 2.322
10? 07.397 | 46.655 || 28.134 | 14.689
1010 857.933 | 592.157 || 176.949 | 153.497
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Computing experiments, test 2

Modification of Polyak method, time (s)

—Intel Core i7-2640M, 2 CPU
—-Intel Core i7-2640M, 2 CPU (k*2)
| —AMD Opteron 6220, 30 CPU

—AMD Opteron 6220, 30 CPU (k*2)

—MCL, PAH, MBC 100K, 200 CPU =
100/ -MCL, PAH, MBC 100K, 200 CPU (k*2) "~ =~
O
Q
2]
4_'-.,
14
.01

le+02 1e+03 le+04 le+05 1le+06 1e+07 1e+08 1e+09 le+10 le+11
n
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Computing experiments, test 2
Modification of Polyak method, iterations number

Core i7, Matrosov, MCL,

2 CPU 30 CPU 200 CPU
N K=1| K=2 || K=1 | K=2 || K=1 | K=2
102 69 64
103 71 67 71 67 71 67
104 74 69 74 69 74 69
10° 76 72 76 72 76 72
109 78 72 78 74 78 74
107 80 48 81 76 81 76
108 115 71 83 66 83 79
10? 79 37 85 44
10t 70 48 74 52
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Computing experiments, test 2
Modification of Polyak method, iterations number

—Intel Core 1i7-264060M, 2 CPU

160-
—Intel Core i7-2640M, 2 CPU (K=2)
—AMD Opteron 6220, 30 CPU
1404 — AMD Opteron 6220, 30 CPU (K=2)

MCL, PAH, MBC 100K, 200 CPU
120, —MCL, PAH, MBC 100K, 200 CPU (K=2)

iterations
[y
[o]
(o)

80+

60+

-
——

L —
-
s, o
40- \\\ e
.-

1e+02 1403 1e+04 1e+05 1e+06 1e+07 1e+08  1e+09  1e+10  dle+il
n
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The problem of finding
PageRank-vector

P'x=x
PeR"™, xeR’
<x,e> =1, e= (1,...,1)T

x. 20, i=Ln

P is a stochastic matrix that defines the original graph.

It is implemented the Fletcher-Reeves conjugate gradient
method for PageRank problem.
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PageRank problem

67

/[ 0 0 1/3 0 0 0 U\
/2 0 0 0 0 0 0

/2 1 0 1/2 0 0 0

Pl = 0O 0 0 0 1 0 0

0 0 1/3 1/2 0 0 0

o 0 0 0 0 0 1

\ 0 0 1/3 0 0 1 0 )
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PageRank problem

1 5 ,
r) = —||Az||5 — min
() = 3l A3 min.

) = ||Ax —  min
() = [|Ar]lc > min

1 5 Y i
f(x) = E||41||§ + 5((;1:, e) —1)? = min

where 4 = PT— [, I is unit matrix, S (1) is unit simplex in;
e=(1,..,1)

N

/ is penalty parameter for missing constrair <;I; F) — 1.
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Traditional gradient methods

We make complete (“normal”) calculation of the
optimized function and its gradient at each iteration.

Computational complexity of order O(s n).

Tested implementation (CPU + GPU):

- Conjugate gradient method (CG, different versions);
« Conjugate gradient method of Yuri Nesterov;

- Barzilai-Borwein method (BB);

- B.T. Polyak method,;

» Cauchy method.
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Computational experiments

Were performed on system with the following characteristics:

Intel Core i5-2500K, 16 GB RAM, GeForce GTX 580 (512 CUDA Cores)
 gcc-5.2.1

- CUDA toolkit 7.5

The assembly is made in Release mode.
Compilation flags: -O2 —-std = ¢ ++ 11 —mcmodel = small.

Test web-graphs were downloaded from Stanford University website:
-Stanford Large Network Dataset Collection (snap.stanford.edu/data)

-For all the tasks we set f* = f, 104, the algorithms were allowed to use
unlimited time and iterations. The starting point was set 2o = 1/n - €.
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Characteristics of the 4 matrix

Yucno HEHYNIEBbLIX 3JIEMEHTOB

web-graph B CTPOKe B CTO/I0UE
cpefHee
MUH. | makc. | MuH. | makc.
Stanford, n = 281903 | 2 38607 | 1 256 9.2
NotreDame, n = 325729 | 2 10722 1 1 3445 | 5.51
BerkStan, n = 685230 | 1 84200 | 1 250 12.09
Google, n=8&7MH7I3 |1 06327 1 457 6.83
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Minimization time

web-graph 6 CPU 55 CPU

CPU | GPU | =55 CPU | GPU | Zpp
Stanford 1.61 | 0.23 7.00 5.39 | 0.75 /.18
NotreDame | 27.78 | 4.15 6.70 61.81 | 10.68 | 5.78
BerkStan 549 | 0.90 | 6.10 18.22 | 386 | 4.72
Google 5247 | 446 | 11.76 | 176.91 | 8.76 | 20.19
CymmapHo | 87.35 | 9.74 8.96 | 262.33 | 24.04 | 10.91
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Stanford Problem.
Methods convergence

le+01-

method
BB

CG_FR
1€-02-
device

CPU
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NotreDame Problem.
Methods convergence

le+03-

method
BB

le-01- CG_FR

device

CPU

le-05-

0.1 10.0
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BerkStan Problem.

Methods convergence

le+01-

method
BB

CG_FR

le-024 device

CPU

le-05- . i

0.1 10.0
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Google Problem.
Methods convergence

le+02-

method
BB
CG_FR

1e-02- .
device

CPU

le-06-
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Update methods

The basic idea, which can allow to solve effectively such
problems, is to take into account the matrix sparseness
when selecting optimization method, and implementing the
program.

Considered methods at each iteration minimize not all the
components of the vector x, but only several (1-2
variables). This approach is associated with a sparse
statement (the matrix 4), and with the sparseness of the
solution (a vector x) for this class of problems.

This approach allows one to build effective in complexity
evaluating methods, but often requires a number of non-
trivial steps for efficient software implementations.
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«lMepecyeTHbIe» MeTOoAbI

OcHoBHOWM naeen, no3BonsoLEen apdPeEKTUBHO peLlaTb Takne 3agaym
ABNSETCS NPaBUSIbHbIWM YYET Pa3peXeHHOCTN UCXO4HOM NOCTAaHOBKM KaK Ha
ypoBHE BblbMpaemMoro metoga ontuMmusaunm, Tak n Ha YpoBHE ero
nocrneayroLen nporpaMmmMHON peanmaaunu.

PaccmaTpuBaeMbie METOAblI OTHOCATCS K MOKOMMOHEHTHLIM, T.€. Ha
KaXkgon ntepaumm npomsBoanuTca MMHUMU3ALUMS HE NO BCEM KOMMNOHEHTaM
BEKTOpPA x, a NLWb No HebonbLLon ero YyacTtu (1-2 nepemeHHbIX). [JaHHbIn
Noaxo[ CBsAA3aH KaK C pa3peXXeHHOCTbIO NOCTaHOBKM (MaTpuua 4), Tak u ¢
pa3peXeHHOCTbI0 CaMOro peLleHns (BeKTop x) 4Nd paccMaTpuBaemMoro
Krnacca 3agau.

Takon yyeT paktopa paspeXeHHOCTU NO3BOSIAET NOCTPOUTL

3 eKkTMBHbIE METOAbI C TOYKM 3PEHUA OLLEHKN CNOXXHOCTU, HO 3a4acTyo
TpebyeT BbINOMHEHUS psida HETPUBMANbHLIX LLIAroB Ans Nofny4yeHnd

9P EKTMBHBLIX NPOrpaMmMHbIX peann3auunn.
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Example of Update Iteration

Accordint to the philosophy of componentwise methods for
each iteration, we slightly change the optimized vector

X, 1= X, + e, Here the vector e, consists mainly of zeros,
so these “full” calculations become too “expensive”.
We turn to the updating function and its gradient:

b1 = Axgar1 = A(zg + er) = b + Aeg; O(s|lexl|o)

Jk+1 = 44T.¢4£I?,{3_|_1 — 44T44£I?;5¢ + ATflEk — gk 1 flelEk; ()("2| |P;u| |0)

Obviously, the complexity of these operations is

substantially less than one when using the traditional
approach.

The 11th International Conference on Intelligent Data Processing: Theory and Applications (IDP-2016),
10-14 October 2016 in Barcelona, Spain



Implemented Methods

Application of described updating ideology allows us to
create effective methods for this class of problems, which

have significantly better estimates regarding to the
“traditional” ones.

We propose 3 of these methods:
 NL1 - direct gradient method in the 1-norm;
- FW - Frank-Wolf method of conditional gradient;

« GK - randomized mirror descent in the Grigoriadias-
Khachiyan form.
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NL1

Direct gradient method

Tl =Tk + h - yg

1 1
h = E(Q’max — Jmin) = §(Qmax ~ Gmin)

L]

y = (0,...,0, 1™*0,...0,1™". 0, ...0), ||y||o = 2

Jmax = argmax O f(xy)/ O’

1=1,....n

Gmin = argmin Of (xy)/0x"

1=1.....,n

Here we got 2 function and gradient computation at one iteration.
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FW

Frank-Wolf method of conditional gradient

Tyl = (L —ve)xp + ey, Yo = ——, k=1,2,...
+ ( / ) f / I+ 1

(Vf(xr),y) — min

) Ebn(l)
yr = (0,....,0,1,0,....0).

Where 1 is on the position:
ix = argmin 9 f(x,)/0x’

i=1.....n

Here we got 1* function and gradient computation at one
iteration.
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GK

Saddle statement of problem and randomized mirror descent

fla) =

Azx||co — min
rESL(1)

This problem can be rewritten in a saddle form:
min  max (Az,y).
z€S5Sn (1) [|yll1<1
As a result, the problem can be rewritten, preserving the
properties of sparseness as:

min  max (w, Ar).
r€ESH(1) weSay, (1)

AHukuH A.C., lNacHukos A.B., N'opHos A.FO., Kamsonos .M., Makcumos FO.B., Hectepos

HO.E.OddekTnBHbIE YNCNEHHbIE METOAbI peweHns 3agaym PageRank gna agsaxkabl paspexxeHHbIX
matpuy, //Tpyabl MOTW. 2015. T. 7, Ne 4, C. 70-91.
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Computational experiments

The behavior of these methods was studied on the PageRank
problem with matrices of 3 types:

- Diagonal, with given number of the diagonals: n,=1,3,5, ...
Each matrix row / column contain:(ng — 1)/2 + 1 < s < ny
nonzero elements.

- Randomly generated structure. Each matrix row / column
contains exactly s of non-zero elements.

- Stanford University problems. Matrix contain any number of
non-zero elements.
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GK Method with different
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A is random, n=102, s=3.
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FW vs NL1

le+03-
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A 1s diagonal.
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A 1s random.
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Time (sec.) for solving PageRank
problem for web-graphs

MeTon NL1 meton FW
web-rpad n BpeMs | nTepaunn || BpemMa | ntepauunm
Stanford 281903 0.145 03152 0.008 14142
NotreDame | 325729 700.810 3816436 0.526 38014
BerkStan 685230 || 38161.847 | 12315700 0.536 19990
Google 875713 113.643 1083996 0.278 37313
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Iteration costs for web-graphs problem

Stanford BerkStan

NL1 FW NL1 FW
MWH. 1.0 1.0 1.0 1.0
MaKcC. 34.0 4.0 84209.0 84209.0
cpengHee 3.9 3.9 2278.4 148.6
MWH. 2.0 2.0 1.0 1.0
MaKcC. 37.0 3.0 244 0 83.0
cpeagHee 2.9 2.8 15.7 6.2
MWH. 3.0 3.0 2.0 2.0
MaKcC. 1258.0 | 12.0 15494456.0 | 6989347.0
cpegHee 11.7 | 11.3 84304 .3 7507.5
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Web-NotreDame problem solution

1e+00-
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Web-BerkStan problem solution

1e+00-

le-06-

le-01 le+01 1le+03
t, cek.
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Conclusions

= The optimization problem of large dimensions
can be solved (for complex productions - the
principle “best-of-known?);

= These problems should be studied deeply and
actively by a wide range of specialists;

= The correct choice of methods is an important
iIssue, especially for the class of Huge-Scale
problems; correct setting of optimization techniques
parameters significantly affect their performance and
efficiency.
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Thanks for your attention!

A.Yu. Gornov,
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Matrosov Institute for System Dynamics and
Control Theory of SB RAS
gornov(@icc.ru

The 11th International Conference on Intelligent Data Processing: Theory and Applications (IDP-2016),
10-14 October 2016 in Barcelona, Spain



