The offered work is devoted toterrelated problemsf estimation of text affinity
to the most rational (i.e., standard) form for gfem of its sense and forming the repre-
sentative (i.e., reference) text collection, conagg which the estimating itself is car-
ried out.

It's necessary to note, that in practice it's regdiquite often to form a set of pa-
pers concerning the given topic. In addition toestfic research, such task is actual
when are e-learning materials being prepared. Tbost significant here, as a rule, are
papers, for which at maximal disclosure of topierasting for the end user a maximum
of an average number of the most significant tepersa one simple spread sentence at
minimum of its length measured in words, is typicalibstantially, this corresponds to
the most brief, but succinct narration, that sgtisfthe standard variant of sense transfer
in a given natural language (sgl@e 2. The given requirement can be reformulated as
follows: texts in a collection should be relevastrauch as possible to the given topical
area from the point of expert view both in vocabgland in internal relations (syntactic,
semantic, etc.). The text collection itself herealedrepresentative (or referencejor a
more detailed analysis collection texts can belébaccording to some determined rules
(syntactically, by application of a base of rolgeéedencies, etc.). In such case we have a
reference corpus, which can be an initial datariachine learning of recognition of de-
pendencies in texts related to a given scope.

However, the problem of minimization of the handkvof expert at preparation of
such collections is actual here. The most advistlexpert here is to use short texts
which are comparable in vocabulary and (possiligelationships between words with
documents being added to the reference colledimoa.role of such texts abstracts of sci-
entific articles or other texts that are resumdsfaignificant from the point of expert
view relatively the given topical area, can enirbé. Here we have the task inverse to
the abstractive summarization: to find a text, imickh general ideas described in an ab-
stract (or in a collection of abstracts) are ra#éddhe most fully.

In this study the variant to solve this problem using of shason-zero values
of word frequency in an analyzed document, caledldty phrases of abstracts, is repre-
sented.

In the «classic» problem statement (sk#e 3 the task of measuring the text cog-
nitive complexity was solved on the basis of quaatof empirical distributions of fre-
guency of tokens over the reference corpus. In statement for each linguistic level, its
own alphabet of tokens is defined. For example,d&wasf terms for the lexical level,
types and lengths of syntactic links for syntacte. Herewith the occurrence frequency
for token is considered as abnormally high if igreater than 95th percentile of its fre-
qguency in a reference corpus of texts which arecoatplicated for the implied reader-
ship. The considered task of document selectiotheoreference corpus on the base of
collection of abstracts is the task diametricalpposed to the mentioned measuring the
text cognitive complexity — namely, tokens from tadsts should be also represented in
the analyzed document as much as possible. Fativetalarity, further in the reasoning
we will restrict our consideration to the lexicaVél, for other linguistic levels (i.e., pho-
netic, morphological, syntactic, discursive) reasgnis carried out similarly. In such
problem statement, we are talking about the mininmawessary representation of words
(terms) from abstracts in a document. It's reastenéd assume that theé"Sercentile
(i.e., 5% quantile) of frequency characteristicward relatively to the given document
here we should consider.



The next step is the choice of frequency charatteiiself (seeslide 4. The main
requirement here is independence from the numbeiloofiment words. Let's calculate
for each phrase in each abstract the share of eanvalues of TF-measure for words of
the phrase relatively to the analyzed documentmBgasuretérm frequencyis the ratio
of the number of occurrences of a word in a docurnt@the total number of document
words. One phrase here corresponds to the simppadmatural-language sentence (ac-
cording to the terminology of «MeanirgText» approach). Since the share of complex
sentences in real abstracts is minimal, it is gadeeptable to apply this term to sentences
as part of abstracts. In order to reflect the aundé the articles as much as possible, their
abstracts will be considered together with theditllit is admissible here, that the same
phrase may appear in more than one abstract afdltextion (for example, if these arti-
cles denoted to the same author). In any case@aele is accepted to consideration on-
ly once.

Note that using exactly the share of non-zero whfeTF-measure, and not the
term frequencyalues themselves for words of a phrase, allovigrgpthe problem of
dependence of significance estimation value foo@uchent from the number of words in
it. Indeed, only the presence of the maximum nunabevords from the abstracts in the
analyzed document is important, while the frequeotyndividual words is not princi-
pled here.

Basic ideas of document significance estimatiorafiaing to the reference collec-
tion are represented @hdes 5and6. Herewith for each word of each phrase of each ab-
stract from the collection formed by an expertih&ie of TF-measure relatively to esti-
mated document, is calculated, and for a sepabatese the share of non-zero TF values
is evaluated according to the formula (2) onghee 5 Further, the 8 percentile of em-
pirical distribution of estimation (2) value conogrg the analyzed document for the giv-
en collection of abstracts, is entered into consitien. We'll associate the collection of
abstracts here with the combining of sets of plwréseseparate abstracts. Let's sort doc-
uments that are candidates for adding to the ne¢ereorpus, by decreasing of the value
of the mentioned quantile. Herewith for each ohtltbe vector of quantiles values is en-
tered into consideration, Into this vector dectlagether with the first and third quartiles
will be included in addition to above-mentionefl &nd 95" percentiles. For each of ob-
tained vectors (sedide 9 the Euclidean distance to document with the makiwalue of
the 8" percentile of empirical distribution of the shafenon-zero TF values for a given
collection of abstracts. The sequence of vectarsibcuments that are reference corpus
candidates, is splitted into clusters accordinght value of mentioned distance. Here-
with (seeStatement bn theslide 6 the most significant for the target collectiorlle a
document having the maximal value of tiefrcentile together with documents related
to the cluster of the least distances to it.

To improve therecall of search of significant documents for referenckection
the above-mentioned classification of documentsdha candidates for adding should be
implemented independently for several collectiomsabstracts of articles devoted to
close scopes. The recall of search is estimatesl hyethe ratio of the number of docu-
ments that meet the condition $fatement And classified as significant by an expert, to
the total number of documents from recognized gsfstant by the same expert.

The search accuracy for significant documents & pghoblem considered here
largely depends on the content of the used catleaif abstracts. Substantially, here it is
required to maximize the estimations proposed bgarter for affinity to the semantic
standard, for each of the abstracts. To estima&alistract significance at selection doc-
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uments to the target collection the value of tfi@é&rcentile of empirical distribution cor-
responding to the array of shares of non-zero Tkega is considered relatively to the
analyzed abstract and compared with the value efstme percentile concerning the
united set of phrases from all abstracts of théecbbn (seeslide 7). Herewith among
abstracts of the collection the five groups camlisgénguished according to ti8tatement
2, where the highest precision for search of sigaift documents is reached with ab-
stracts of groups from first to third. Using thekang of abstracts inside the groups ac-
cording the value of mentioned percentile, we obtai alternative variant of estimation
of closeness of short texts to the semantic standaramely1® group abstracts will be
closest to the sense standard. Recall that thesasgevariant proposed by us earlier for
proximity of the text to the sense standard is dasethe division of words of each of its
phrases into classes according to the value of FREDF measure.

The experimental material to test the proposedagmbr is represented @fides
8-1Q The software implementation (in Python 2.7) of tiffered solutions and experi-
mental results are presented on the website of sfardhe-Wise Novgorod State Uni-
versity. For the more accurate revelation of lelixmantext for terms the calculation of
term frequencyalues was made without taking into account opps#ions and conjunc-
tions.

Further,Table 1on theslide 11represents documents that meeting the condition of
Statement Jand recognized by an expert as significant froe@Rkperiments with four
collections of abstracts mentioned on shide 10 For each document the table represents
the number of phrase#/), the total number of words with the respect bbaturrences
of each word §/,), the number of collections of abstracts, wheeedbcument meets the
Statement Tondition (V;). Note, that among the documents being candidatesdding
and recognized by an expert as significant forregfee corpus formation, in the consid-
ering series of experiments only for one of themmdbndition ofStatement as not ful-
filled, what demonstrates the recall value appratety equal to 5/6. As for the accuracy
of the search, that in experiment on the collectmmthe «Methods and Models of Pat-
tern Recognition and Forecasting» section of thecgedings of the f4All-Russian
Conference «Mathematical Methods for Pattern Reitiogn (2009), in addition to the
documents presented irable 1 the scientific report mentioned @tide 8 which was
not recognized by the expert as significant ingh&blem being solved, was identified
as meeting the condition @tatement .1For this document we havé, = 65, N, =
1626, N; = 1, which, in comparison with other candidate docutsieimdicates a signifi-
cant dependence of the accuracy of the searchebgnéthod proposed in our study both
on the structure of the collection of abstracts andhe number of phrases in the docu-
ment. For comparison,able 2on theslide 11represents candidate documents that not
meet the condition dbtatement ,1but concerning which using the estimation variafat
fered by us earlier the fact of maximal affinity standard was possible to establish at
least in one phrase in experiments with the cablecdf abstracts for «Statistical Learn-
ing Theory» section of the proceedings of the MMBRConference (2011).

Table 3on theslide 12represents the result of ranking of abstracts raaog to
conditions of Statement Zor the aforementioned collection for «Statistidadarning
Theory» section of the proceedings of the MMPR-Imf€rence. For comparison, the
document with the maximal value of th& percentile of empirical distribution of the
share of non-zero values of TF-measure for thengoadlection of abstracts here has the
serial number Dy Table 1on theslide 11 As can be seen from the resultable 4on
theslide 13 abstracts of the considered collections areadlad one cluster according to
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the value of the B percentile of empirical distribution of the sharfenon-zero values of
TF-measure except for the article whose serial rexnmg 10 inTable 3on theslide 12

As will be seen later in the experimental resutesspnted oslides 17and18, according

to the variant of estimating the affinity of thexté¢o the sense standard proposed by us
earlier, the least value of this estimation wasamigd relative to the title of this article,
which confirms the compliance of the previously geed classification by affinity to
the standard and the classification of abstraaterding to the conditions @tatement 2

In addition, when splitting papers fronable 3on theslide 12into clusters according to
the value of the % percentile of empirical distribution of the sharfenon-zero values of
TF-measure by phrases of corresponding abstrattsasiding the value of mentioned
percentile for phrases of abstracts of all colecrticles into the sequence for splitting,
we’ll obtain two clusters: to the first will be eged articles with serial numbers 1 and 2,
all others will be related to the second. In expents, results of which are presented on
slides 17and18, the article with the serial number 2 receivedieximum value of the
both of represented on tlséde 14estimations of affinity to the sense standardcatred

to the article title and phrase with the closesixpnity to the standard. The essence of
the method we proposed earlier for estimating ttoximity of a text to the standard is
introduced orslides 14—-16The topical corpus documents, concerning whiehatfinity

to the standard is estimated, are sorted descetickngalues of the product of estima-
tions (4), (5) and (6) presented on giele 14 As the numerical estimation of the close-
ness of an individual phrase to the sense stant@dreatest of the resulting values
herewith is taken. An additional confirmation oketlkcompliance of the results ifa-
bles 3-6is a negligible difference in the values of tffepercentile of empirical distribu-
tion of the share of non-zero values of TF-measyrghrases of abstracts with serial
numbers 1 and 2 froffiable 3

The main result of current study is theposed method for formation of reference
text collection for revelation of dependencies initlexts of a given scopBependencies
here can be arbitrary and not restricted to theamrence of lexical units and their rela-
tionships typical for the most rational (i.e. stard) sense transfer. It's necessary to note,
that the higher estimation of significance for refece collection will have those docu-
ments, which at greater number of phrases a higierage number of the most signifi-
cant terms per a one phrase at minimum of its kengintain. Substantially, this corre-
sponds to the most brief, but succinct narratibat satisfy to the «good manner» rule of
publications in Physics, Mathematics and Techrisza¢nces.

It is of interest to develop the alternative vatiaffered in current study for esti-
mation of affinity of a text to the sense standbaded orStatement 2n theslide 7re-
gard to the usage of different documents that ddfinyStatement bn theslide 6for a
given collection of abstracts instead of the doaumath the maximum of significance
estimation. The final estimation of the affinity ttee standard here will be defined by the
harmonization of the results for classificationsatistracts relatively to different docu-
ments from those selected to the corpus, for exanigpl a mutual comparison of the es-
timations calculated during the verification@tatement 2onditions.

To improve the search accuracy for significant doeats, it is of interest to
adapt offered estimations to other linguistic leviel addition to lexical. The compari-
son of classifications relatively to different lésyallows making a conclusion about
document significance in disputable cases, for etamat non-fulfillment ofState-
ment 1condition on one of the levels.




