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Topic hierarchies for automatic text categorization

How to overview a large text collection in a few minutes?

Topic hierarchy:

o soft hierarchical documents clustering into topics;

o topics are described by specific terminology.
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Topic hierarchies for automatic text categorization
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Topic hierarchies for automatic text categorization

Root
italian art function cells data theory
italy museum example disease software science
di writer space cell windows research
rome painting mm blood computer earth
san artist numbers treatment systems star

Topic articles: Toccata and Fugue, F major, E minor, Carl Friedrich Abel, List of compositions
by Frédéric Chopin by genre, Piano quintet, F minor...
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Topic hierarchies for automatic text categorization
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Topic hierarchies for automatic text categorization

opera
piano
orchestra
composer
musical
khan piano theatre
award orchestra opera
Kkapoor composer dance
films op musical
kumar symphony theater
roy piano instruments ballet theatre opera
ka op instrument dancer theater sang
hindi violin string dance stage singing
ya orchestra tone dancing actor strauss
ki symphony minor swan productions mozart

Topic articles: Filmfare Award for Best Actor, Filmfare Award for Best Film, Karisma Kapoor,
Rishi Kapoor, Arjun Rampal, Shammi Kapoor...
[
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Topic hierarchies for automatic text categorization

art
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painting
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Topic hierarchies for automatic text categorization
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Topic hierarchies for automatic text categorization

Root

F_J%

italian art
italy museum
di writer
rome. painting
san artist
v ¥
poem prize
poet writer
poems poet
verse poetry
latin poems
bach latin di poet prize fiction
sebastian greek il poetry awarded stories
composer poem della poems award story
baroque classical del literary awards science
musical translation dei poem nobel powmat
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Topic hierarchies for automatic text categorization

Root

W—J %

italian art
italy museum
di writer
rome painting
san artist
Y ]
poem prize
poet writer
poems poet
verse poetry
latin poems
bach latin di poet prize fiction
sebastian greek il poetry awarded stories
composer poem della poems award story
baroque classical del literary awards science
musical translation dei poem nobel powmat
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Topic hierarchies for automatic text categorization

data
software
windows
computer
systems.
mobile windows code
users. software key
web file example
google data type
apple server data
apple mobile windows server data java algorithm bit
format phone web windows systems. programming input box
os nokia software file software object key bits
mac android microsoft protocol engineering data function error
files app open client design database algorithms frame
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Topic hierarchies for automatic text categorization

data
software
windows
computer
systems.
mobile windows code
users software key
web file example
google data type
apple server data
apple mobile windows server data algorithm bit
format phone web windows systems input box
os nokia software file software key bits
mac android microsoft protocol engineering function error
files app open client design algorithms frame

Topic articles: Functional (C++), SQL/CLI, SQL/JRT, Constructor (object-oriented
programming), Static cast, Copy constructor, C++4/CX, Java Persistence Query Language...
[]
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Topic hierarchies for automatic text categorization

theory
science
research
earth
star
star physics term
earth theory social
sun observatory theory
stars galaxy study
solar quantum example
star mass. solar sky circle. physics galaxy behavior
stars universe earth mercury observatory quantum cluster self
planet fusion orbit lights telescope chemistry nge psychology
magnitude masses satellite venus mirror particle catalogue learning
type collapse planet dust triangle energy clusters study
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Applications of topic hierarchies

©

Navigation through large text collection
o Harmonization of existing categorizations

o duplicate categories detection
o splitting of miscellaneous topics

©

Searching of semantically similar documents

©

News filtering

= The need for automatic learning of topic hierarchies.
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Applications of topic hierarchies: real world tasks

(+]

Navigation through large multilingual, multisource, multilmodal text
collection

o Harmonization of existing categorizations

o duplicate categories detection
o miscellaneous categories splitting
o detecting of relations between categories

o Personalized searching for semantically similar documents

o News filtering with respect to geography and time

= The need for automatic learning of flexible topic hierarchies.
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Topic hierarchies in ARTM

Additive Regularization of Topic Models:
o Modeling fixed number of topics from a set of multimodal documents:

o text, tags, authors, categories, geotags ans timestamps, commented
users, etc — flexibility

o Regularization to satisfy additional requirements:

o topics sparsity, decorrelation, interpretability; consistency with partial
markup, etc — flexibility

o Scalable open-source implementation: BigARTM.org

The goal of the research: to extend ARTM to learn topic hierarchies and
to implement approach in BigARTM.
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Topic hierarchies in ARTM: key features

Topic hierarchy is a multipartite (multilevel) graph of topics:

Sparse hierarchy ’—‘ Dense hierarchy
Root

The flexibility of hierarchical structure:
o multiple inheritance (a topic may have several parent topics);
o control over hierarchy sparsity.

= Automatic determination of children topics number.
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Topic hierarchies in ARTM: approach

@ Each level (except Root) is a flat topic model with its own regularizers.

@ When learning topics of ¢-th level we use specific regularier to find
parent topics from (¢ — 1)-th level.

® We propose a regularizer to control hierarchy sparsity.
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ARTM: a flat topic model

Given:
o documents set d € D,
modalities m € M,
modalities disjoint dictionaries W = UmGM W™ of tokens w € W,
document-token counters matrix ng, used to estimate p(w|d):
plwld) = = —
w'ewm Ndw’
Flat topic model for each modality m:

p(wld) = > p(w|t)p(t|d) = > dubea d €D, we W,
teT teT

© © ©

with topics set T and model parameters
" = {put fwmx T With p(w|t) and © = {0:4} 7« p with p(t|d) values,
¢ = |_|m€M o

Vorontsov K., Frei O., Apishev M., Romov P., Suvorova M., Yanina A. Non-bayesian additive
regularization for multimodal topic modeling of large collections
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ARTM: flat model learning
Optimization task:

ZHmZ Z ndwlnz¢wt9td+z7-, _Hgég

meM deD wewm teT
Log—Likelihood Regularizers
D bus =Lidws > 0Ym; > 0sg=1;0s9 >0
wewm s
_ ; ; PR 1 — __ max{y;0}
EM-algorithm for topic model training: nlgerlm[y,] = 5~ maxy, O}

E-step: p(t|d,w) = ngp[qﬁwﬁtd]

OR
M-step:  ¢we = norm |:nwt + &bqbwt], nwe =Y nawp(t|d, w)
we wt deD
OR
Otg = nt%”T’n [”td + aetdetd} y Nid = WEEW nawp(t|d, w)

Vorontsov K., Frei O., Apishev M., Romov P., Suvorova M., Yanina A. Non-bayesian additive
regularization for multimodal topic modeling of large collections
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ARTM: regularizers example
The goal: distributions p(w|t) and p(t|d) should be sparse.

o O sparsing:
Ri(©) = Z Z |n Ota

deD te T
Updated M-step:

T2
Oty = norm | nyg — —
teT

7|
o & sparsing:
3 PR
teT weWwm
Updated M-step:
dwt = norm |n S
wt — WEW’" wt |Wm‘

Vorontsov K., Frei O., Apishev M., Romov P., Suvorova M., Yanina A. Non-bayesian additive
regularization for multimodal topic modeling of large collections
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hARTM: & interlevel regularizer

Already learned: levels 1, .../,

(-th level: topics set a € A, parameters ¢ ¢ RW*A and ©f € RA*D,
Level to learn: topics set t € T, parameters ® € RW*T and © e RT*P.
The goal: to establish parent-child relations “t is a child of a".

Hypothesis: parent topic is a mixture of children topics

p(wla) = 3 p(wlt)p(tla), we W™ ac A
teT

® regularization criteria with new parameters ¥ = {¢s3} 754, ¥1a = p(t|a):

o! ~ oV
Re(@ W)=Y 3 nualnd dwetea
meM acAweWwm teT

Implementation: |A| pseudodocuments with n,, (counted on M-step).
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hARTM: © interlevel regularizer

Already learned: levels 1, ... ¢,

(-th level: topics set a € A, parameters ¢ € RW*A and ©f € RAXD,
Level to learn: topics set t € T, parameters ® € RW*T and © ¢ RT*P.
The goal: to establish parent-child relations “t is a child of a".

Hypothesis:

p(ald) = p(alt)p(tld), ac A deD.
teT

© regularization criteria with new parameters V= {&at}Axr, Vot = p(alt):

el ~ Vo
Ri(©, V) = Z Z Nag I Z Patbg
acAdeD teT

Implementation: new modality with tokens corresponding to a € A.
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hARTM: interlevel regularizers illustration

PLSA

ARTM
F! ®'
~ e)
F? d’

hARTM with O reg.
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F= |_|m€M F™ F™ = {de}me T, fgw = nOmeewm[ndW]
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hARTM: hierarchy sparsing with © interlevel regularizer

The goal: topics have small number of parent topics
< p(alt) is sparse.
o Entropy sparsing regularizer:
~ 1 .
Rs(W) = =D D i ¥ae
teT acA
Updated M-step:
~ 7_5
Yat = n;)erip [nat - AJ
Drawback: the possibility of p(a|t) = 0Va
o Power sparsing regularizer:

R5(1T:)—;Zzzzzt,q>1

teT acA
Updated M-step:

T 7.q
1at = norm [”at + 7'57#34
acA
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hARTM: hierarchy sparsing with ® interlevel regularizer

The goal: topics have small number of parent topics
< p(alt) is sparse.

o Entropy sparsing regularizer:

_ Via p(a
V=33 el = |A|ZZI zymy 7)

teT acA

Updated M-step:

B 1
i = norm |y 75 = plal)

At any time Vt3da: p(a|t) > 0
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hARTM in BigARTM

Key BigARTM concepts:
o Documents set is split into batches and stored on disk
o 1 EM-step = a pass through batches x iterating over each batch
o Storing ® permanently, retraining © for any loaded batch
¢ interlevel regularizer implementation:
@ Learn levels £ =1,2,3...
@ For levels ¢ > 1 add 1 extra batch composed from (¢ — 1)-th level's ¢
® Extract V as © corresponding to extra batch
© intervelel regularizer implementation:
@ Learnlevels / =1,2,3...

@ For levels ¢ > 1 modify all batches: add extra modality composed from
(¢ — 1)-th level's ©

@ Extract ¥ as ¢ corresponding to extra modality
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Experiments: comparison of ® and © interlevel regularizers
Wikipedia: D = 3.6-10%, W = 10°.

Learning 2" level, |A| = 50, | T| = 250, vary number of batches.
Measuring the quality of approximation ®¢ ~ ®W¥ and ©¢ = VO.

0.55
—— (D!, DV), D-reg
¥ (0, 10), d-reg.
—0— p(d',dV), O-reg.
0.50 @ p(0',70), O-reg.
@
2 045
5}
2
©
o]
o
£
T 040 ¥
!
0.35
[ «
....................................... Wt
0.30
0 50 100 150 200

Num documents, 10*

Approximation is quite the same with both regularizers, ®-reg. is_better.
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Experiments: children number study

Postnauka: D = 1728, W = 38467.

Learning 2" level with ®-reg., |A| = 10, | T| = 30, vary hierarchy sparsing
reg. Ts.

Measuring the mean and standard deviation of estimated subtopics count
over 10 restarts.

t is a child of a if p(t|a) > threshold.

randomly selected
topics
—e— mean over topics

Mean over restarts
Standard deviation over restarts

logyy T logyy T

The bigger 75, the more sparse the hierarchy. For large 75 subtopics count
estimation is robust (std < 1).
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Experiments: parent-child relations study

Postnauka: D = 1728, W = 38467.
Learning 10 — 30 — 90 topics hierarchy with ®-reg. Generating 100 pairs
topic-subtopic, asking an expert to mark a pair as "relation exists” or not.

accessor's mark
accessor's mark

tmimesmamsnme as @ o . . 00 om @ memte @eoma n e noom n

o o8 m 00 02 04
plalt) plalt)

no sparsing WV sparsing

When using the hierarchy sparcing, we can impose a threshold with
minimum errors.
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Summary

Contributions:

o An approach to learn topic hierarchies from multimodal data with
additional requirements.

o A method to control hierarchy sparsity.

o Open-source implementation in BigARTM with friendly interface.

Ongoing projects with hARTM:
o Creating a user-friendly navigator through Postnauka.ru materials.

o Developing a system for online news flow filtration.
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