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15/09/2021, 23:08 Singular spectrum analysis - Wikipedia

https://en.wikipedia.org/wiki/Singular_spectrum_analysis 6/15

SSA can be used as a model-free technique so that it can be applied to arbitrary time
series including non-stationary time series. The basic aim of SSA is to decompose the
time series into the sum of interpretable components such as trend, periodic components
and noise with no a-priori assumptions about the parametric form of these components.

Consider a real-valued time series  of length . Let  
be some integer called the window length and .

1st step: Embedding.

Form the trajectory matrix of the series , which is the  matrix

where  are lagged vectors of size . The matrix 
 is a Hankel matrix which means that  has equal elements  on the anti-diagonals 

.

2nd step: Singular Value Decomposition (SVD).

Perform the singular value decomposition (SVD) of the trajectory matrix . Set 
 and denote by  the eigenvalues of  taken in the decreasing order

of magnitude ( ) and by  the orthonormal system of the
eigenvectors of the matrix  corresponding to these eigenvalues.

Set  (note that  for a typical real-life
series) and  . In this notation, the SVD of the trajectory
matrix  can be written as

where

are matrices having rank 1; these are called elementary matrices. The collection 
 will be called the th eigentriple (abbreviated as ET) of the SVD. Vectors 

are the left singular vectors of the matrix , numbers  are the singular values and
provide the singular spectrum of ; this gives the name to SSA. Vectors 
are called vectors of principal components (PCs).

Main algorithm
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The simplest problem statement in machine learning

(��2rwS + w⇤) T // ŵ, x f // ŷ // S(w|y, ŷ)
yy

t // i // (x, y)

bb 99

f is the forecasting model,
S is the criterion,
T is an optimization algorithm,
ŵ is some solution,

ŵ = argmin S(w|y , f ).
1These notations are equivalent: xi , x(i), i ! x .
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