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Statistical approach Convex hull approach

1. Support vector machine liner classifier (SVM)

2. Nearest convex hull classifier (NCH)



na METPUYECKUX 3a4au OTO6pa)KEHMFI, Kl'IaCCVI(I)VIKaLI,VIVI, Knacrepmnsaummn n Ap. BaKHO
U3IMEPATb PACCTOAHUA OT TOYKN 00 MHOXeCTBa, Mexay ABYyMA MHOXKECTBaAMU, MeXxXayY
HECKOJ/IbKUMUN MHOXKECTBAMM.

[Ana otobpaxkeHNA ToO4eK MHOFOMEPHOIo NPOCTPAHCTBA Ha NIOCKOCTM ANA onpeaeneHuns
MNAIOCKOCTU HYXKHO HAaNTKU 2 NepneHANKYNSPHbIX BeKTopa. HazoBem nx Becosbimu. B
Cnyyae nNepcrneKkTuBbl B AaNibHENLLEM pelleHmMa 3a4a4M KnaccupuKkaumm Kputepum ana
onpeaeneHns 3TMX BECOBbIX BEKTOPOB MOTYT ObITb CAeAYOWMMMU:

1. Ha ocHOBe MaKCMMM3ALMM PACCTOAHUA MeXAY LLeHTPaMU KNaccoB;

2. Ha ocHoBe maKkcumu3saummn kputepua duwepa (Mcnonb3oBaHME KOBAapPUALMOHHbIX
NAHHbIX);

3. Ha ocHOBe MaKCMMMU3aL MU PACCTOAHUA MeXAY BbiNyKAbiMU 060/104KaMKM KNaccos;
4. Ha ocHOBe NpuUMeHeHuA Opyrmx Kputepmes.

B cnyyae npumeHeHus 3-ro KpUTepusa U IMHENHO HENEPeCeKatoWMXCA KNaccoB 3a4a4a
MOKET ObITb NETrKO pPeLleHa C MOMOLLbIO TeEXHOI0TUM SVM nam nmerowmnxca apyrmx
cpeacTs.

MNpn HenepeceKaWMXCA KNaccax 3agadya HAMHOro cnoXHee. SVM 3a cueT BAMAHUA
OWMBOK KnaccmdpumKaummn He Bcerga npaBuabHO (M Bceraa HETOYHO) onpeaenser
PacCTOAHUE MEXKAY BbINYK/bIMM 060/104KaMM K/1TaCCOB UM PACCTOAHME OT TOYKM A0
BbIMYK/I0M 060/104KMN.



[Tpobnema HepasgenmMmMbIX Knaccos




Determination of the distance from point to convex hull

D (A,B) =min|a-b|

acA
beB

conv(X)
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Directional depth of penetration

Forany {A B}cR"
D(A,B)=min|a-b|

D acA
beB
2) a) D —the minimum distance
between A and B and the
corresponding weight vector;
b)
‘ b) D —the minimum penetration
depth between A and B and the
corresponding weight vector.

In the case b), the penetration depth is used. It reflects the intersection degree. For a
given direction vector u, the directional penetration depth between A and B is defined
as the minimum shift to be applied to B towards u, so that inner region A could not
intersect with B. The total penetration depth between A and B is defined as the minimum
shift to be applied to B in any direction, so that inner region A could not intersect with B



Directional depth of penetration

On the determination of the directional depth of penetration dY of a vector X into
the convex hull conv(X) of a set X in the direction u. In the figure, x — the test
vector, ¢ — the centroid of the set X.
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Calculating d; (X,COHV(Xi))

DISTANCE algorithm
Input: u, x, X. {direction vector, test point, set of

elements of the i-th class}
Output: F, d(x,conv(X;)) {intersection mark,
distance to a convex hull of the i-th class}

For set X, , define the data matrix X,

If min(u"X;)<u'x<max(u'X;) than

1.
2.
3. F=1; d’(x,conv(X;)) = |u"x—min(u"X)
4. elseif u'x< min(uTXi) than
5. F=0; d’(x,conv(X,))= \UTX— min (u" X )‘
6. else F=0; d(x,conv(X;))= ‘uTx— max(uTXi )‘
7. end
Here X; is the data matrix formed by the set X,, F is the flag of intersection between

u'™x and u™X;; F =1 stands for "intersect", F = 0 stands for "do not intersect".

u

(c—x)/norm(c—x), where c is the class centroid



Lite Nearest Convex Hull Classifier

For m classes X., 1=12,...m, as a result of the DISTANCE
procedure we will obtain m pairs of (F,d.),1=12,....,m. Then,
based on the obtained data, we will carry out classification by
the following decision rule.

1. If no pair contains F = 1, then the number of the
recognized class IS calculated using
class(x)=argmind, (x,conv(X,)) .

i=1,2,..m

2. If only one pair contains F = 1, then the number of
the recognized class will equal to the index of this
pair.

3. If several pairs (or possibly all) contain F = 1 and the
indices of these pairs form set G, then the number of
the recognized class will be selected from these

classes, so that class(x)=argmaxd, (x,conv(X;)).
ieG



Lite Nearest Convex Hull Classifier

X; and X, are two classes, ¢, and ¢, are their centroids, X — test point, u, and u, —
the directions from the test point to the centroids of the classes, d, and d, are the
directed penetration depths of X into the convex hulls of the classes. Since d, > d,
(the penetration of the point in X, is greater than in X, ), then according to the
above decision rule, the point x belongs to the class X,.
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Experimental studies

1. The synthesized digital data. 2 classes in the 5-dimensional
space with 100 copies each have been used. The signs were
assigned uniformly distributed random values in the intervals
(0.0, 1.0) for the first class and (0.3, 1.3) for the second.

2. Breast cancer diagnosis problem. Real data from the UCI
Machine Learning Repository. The data includes 683 cases: 444
cases of benign tumors B (1st class) and 239 cases of malignant
cancer M (2nd class). 9 cytological features are integers ranging
from 1 to 10.




Assessment of class intersections

For 2 intersecting classes X, amd X, the intersection of the 1st class is g, =r;/k; , where
I, - the number of elements of the class X, caught in the convex hull of the class X,, k;, - the
total number of elements of the class X,. The intersection of the second class, respectively, is

equal g,=r,/k,. The average overlap is g =(g,+9,)/2. The classification errors for the two
classes will be p, and p,, and the average classification error will be p = ( p, + pz)/z.

For synthesized digital data 4 and 7 points for different classes fell into the intersection
zone. Sog1 =4 %, g2=7 %, g2=35.5%.

For breast cancer diagnosis problem the study of the intersectability of classes B and M

using the computational geometry procedures in the original 9-dimensional space has yielded the
following results: no cases from class B fall into class M; 2 cases from class M fell into class B.
So for this problem g, = 0 %, 9,= 0.56 %, g = 0.28 %.



Visualization of the intersection area of two classes
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Study on visualization of the area of intersection of two classes of digital data.
Points that fall into the intersection zone of convex hulls of classes in 5-
dimensional space: o - for the class located on the right, @ - for the class located on

the left; abscissa axis - w,, ordinate axis - w, .



Recognition errors for various algorithms

SVM (liner) 4.10 2.00 3.05
SNCH *) 2.70
LNCH (our method) 2.93 4.18 3.56

2.25 3.15 2.70

*) G. Nalbantov and E. Smirnov, “Soft nearest convex hull classifier,” Proc. 19th European
Conference on Artificial Intelligence (ECAI-2010), H. Coelho et al. (Eds.), I0S Press, 2010, pp.
841-846. doi: 10.3233/978-1-60750-606-5-841.

The results show that the efficiency of LNCH is at the level of the efficiency of other
similar algorithms in the absence of optimization procedures and the need to
adjust the parameters of these procedures in other algorithms.



Advantages and Disadvantages of the LNCH method

Advantages of the LNCH method

1. Ease of implementation and use, especially for multi-class tasks

2. You should only remember the vertices of convex hulls without remembering
all members of the training sample

3. Lack of optimization tasks and optimization parameters when implementing a
decision rule

4. A simple way to calculate the distance to the convex hull for linearly
inseparable classes

Disadvantages of the LNCH method

1. Low noise immunity

2. The decision surface between the classes is not explicitly computed.



Conclusion

In this paper, a new and simpler method for estimating the proximity of a test point to convex
hulls of classes (DISTANCE algorithm) is proposed.

The method is based on the analysis of the projections of the vertices of convex hulls on the
direction from a given point to the centroid of the class.

It underlies the proposed lightweight classification algorithm based on the nearest convex hull
(LNCH).

The main advantage of the method is

1. the ease of implementation and application.

2. LNCH can be easily applied to multi-class problems.

3. the lack of optimization procedures and the need to adjust the parameters of these
procedures.

Recognition accuracy and its generalizing ability are tested on two tasks, one of which is the task
of medical diagnostics on real data. The experimental results showed the satisfactory quality of
the LNCH algorithm.
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